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Abstract

Fact verification has emerged as a critical task
in combating misinformation, yet most re-
search remains focused on English-language
applications. This paper presents a comprehen-
sive analysis of multilingual fact verification
capabilities across three state-of-the-art large
language models: Llama 3.1, Qwen 2.5, and
Mistral Nemo. We evaluate these models on the
X-Fact dataset that includes 25 typologically
diverse languages, examining both seen and un-
seen languages through various evaluation sce-
narios. Our analysis employs few-shot prompt-
ing and LoRA fine-tuning approaches, reveal-
ing significant performance disparities based
on script systems, with Latin script languages
consistently outperforming others. We identify
systematic cross-lingual instruction following
failures, particularly affecting languages with
non-Latin scripts. Surprisingly, some officially
supported languages, such as Indonesian and
Polish, which are not high-resource languages,
achieve better performance than high-resource
languages like German and Spanish, challeng-
ing conventional assumptions about resource
availability and model performance. The re-
sults highlight critical limitations in current
multilingual LLMs for the fact verification task
and provide insights for developing more inclu-
sive multilingual systems.

1 Introduction

Fact-checking has emerged as a critical defense
against the proliferation of misinformation in the
digital age. While the broader fact-checking pro-
cess involves multiple stages including claim de-
tection and evidence gathering, fact verification,
which is our primary focus, addresses the final cru-
cial step of determining claim truthfulness when
supporting evidence is available (Vykopal et al.,
2024). The rapid spread of misinformation across
digital platforms has made automated fact verifica-
tion systems increasingly essential for maintaining
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information reliability (Fung et al., 2022; Aimeur
etal., 2023).

Recent developments in NLP have been signif-
icantly shaped by LLMs and transformer archi-
tectures, which have demonstrated remarkable ca-
pabilities across various tasks (Kotonya and Toni,
2020; Wang et al., 2023). However, the research
landscape remains heavily skewed toward English-
language applications (Guo et al., 2022; Vykopal
et al., 2024; Wang et al., 2024). This linguistic
imbalance creates substantial challenges for global
misinformation detection, as false information fre-
quently crosses language boundaries and impacts
diverse communities worldwide.

Although powerful LLMs have demonstrated im-
pressive performance across various NLP tasks, the
degree to which they work well with particular lan-
guages and specific tasks varies significantly (Bang
et al., 2023; Huang et al., 2023; Ignat et al., 2024).
Fact verification represents a particularly challeng-
ing task requiring nuanced understanding of claims,
contextual reasoning, and the ability to distinguish
between different degrees of truthfulness —capa-
bilities that may not transfer uniformly across lan-
guages (Dmonte et al., 2024). Understanding how
effectively current LLMs address this critical chal-
lenge across different linguistic contexts remains
an essential but understudied question.

Recent multilingual datasets such as X-Fact
(Gupta and Srikumar, 2021), MultiClaim (Piku-
liak et al., 2023), and (Quelle et al., 2025) have
begun to address this gap by providing fact verifica-
tion resources across multiple languages. However,
systematic analysis of how state-of-the-art LLMs
perform across different languages and scripts in
fact verification tasks remains limited.

This paper presents a comprehensive analysis of
LLMs’ performance on multilingual fact verifica-
tion, focusing on language-specific challenges and
patterns. We evaluate state-of-the-art LLMs Llama

1137

Proceedings of Recent Advances in Natural Language Processing,pages 1137-1147
Varna, Sep 8-10, 2025

https://doi.org/10.26615/978-954-452-098-4-131



3.1 (Dubey et al., 2024), Qwen 2.5 (Yang et al.,
2024), and Mistral Nemo (Mistral AI Team, 2024)
across 25 languages using the X-Fact dataset, em-
ploying both few-shot prompting and fine-tuning
approaches.

Our key contributions are:

* A comprehensive multilingual performance
analysis and taxonomy across 25 languages,
revealing significant disparities based on
script systems with systematic challenges
identified for non-Latin writing systems, pro-
viding important insights for developing more
effective multilingual fact verification sys-
tems.

* A cross-lingual instruction following inves-
tigation identifying specific failure patterns
where models struggle to produce requested
outputs across languages, particularly affect-
ing under-represented languages.

These findings have important implications for
deploying fact verification systems globally and
highlight the need for more inclusive approaches
to multilingual NLP system development.

2 Related Work
2.1 Multilingual Fact Verification

Early multilingual fact verification efforts focused
primarily on dataset creation and basic cross-
lingual transfer methods. Some notable multilin-
gual datasets include FakeCovid (Shahi and Nan-
dini, 2020), which spans 40 languages focusing
on COVID-19 related claims, NewsPolyML (Mo-
htaj et al., 2024) covering over 32K fact-checked
claims in five European languages, and MultiClaim
(Pikuliak et al., 2023) providing 28K claims across
27 languages. However, these datasets vary signifi-
cantly in size, language coverage, and annotation
schemes, making consistent cross-lingual evalua-
tion challenging.

Several studies have explored multilingual fact
verification using traditional transformer models.
Gupta and Srikumar (2021) achieved an F1 score
of 41.9% on in-domain data but showed signifi-
cant performance degradation on out-of-domain
(16.2%) and zero-shot scenarios (16.7%), though
detailed language-specific breakdowns were not
provided. Shcharbakova et al. (2025) demonstrated
that specialized smaller models (XLM-R (Conneau
et al., 2020), mT5 (Xue et al., 2021)) substantially

outperformed larger general-purpose LLMs on the
X-Fact (Gupta and Srikumar, 2021) dataset despite
having fewer parameters.

Recent work has increasingly focused on LLMs
for multilingual fact verification. Pelrine et al.
(2023) demonstrated that GPT-4 could outperform
prior methods across multiple datasets and lan-
guages, achieving superior classification results
with GPT-4 Score Optimized performing best at
68.1% F1 on English dataset LIAR (Wang, 2017)
and showing strong performance on German data
(57.6% accuracy) even without changing English
prompts. On the NewsPolyML dataset, Mohtaj
et al. (2024) showed that mBERT achieved F1
scores of up to 75.1% across English, German,
French, Spanish, and Italian, with performance
varying significantly by language.

2.2 Cross-lingual Transfer in LLMs for Fact
Verification

Cross-lingual transfer learning has emerged as a
promising approach to address data scarcity in mul-
tilingual fact verification, though its effectiveness
varies significantly across language pairs and task
complexities. Zhang et al. (2024) conducted a
comprehensive analysis of Chinese fact-checking,
showing that direct translation from Chinese to
English resulted in inaccuracies, particularly with
idiomatic expressions, and that models trained
specifically on Chinese data outperformed both
translation-based and multilingual approaches by
over 10%.

Du et al. (2021) proposed CrossFake, a cross-
lingual fake news detector. The authors applied a
monolingual model (English) cross-lingually via
translation, demonstrating that this strategy can out-
perform generic multilingual encoders for domain-
specific tasks like COVID-19 fake news detection.

Cekinel et al. (2024) conducted a comprehen-
sive evaluation of cross-lingual transfer for Turk-
ish fact-checking, comparing zero-shot and few-
shot prompting with fine-tuning approaches using
LLaMA-2 models (Touvron et al., 2023). Their
experiments revealed that while few-shot learn-
ing provided modest improvements over zero-shot
approaches, fine-tuning on native Turkish data
yielded substantially better results compared to
cross-lingual transfer methods. This finding under-
scores the importance of language-specific train-
ing data even when leveraging powerful multilin-
gual models. The study also explored machine
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translation as a bridge for cross-lingual transfer,
finding that translating Turkish claims to English
and applying English-trained models achieved bet-
ter results than the reverse direction. However,
translation-based approaches introduced their own
limitations, particularly in preserving cultural and
contextual nuances essential for accurate fact veri-
fication.

The challenge of cross-lingual fact verification
is further complicated by the need to handle di-
verse writing systems and cultural contexts. Re-
search has consistently shown that model effec-
tiveness is closely tied to language representation
in pre-training data, with high-resource languages
like English and Spanish typically showing better
performance than low-resource languages (Hendy
et al., 2023; Ahuja et al., 2023; Asai et al., 2024).
Script-related challenges have been identified as
a significant factor affecting model performance,
with non-Latin scripts often presenting additional
processing difficulties (Bang et al., 2023).

Despite these advances, several gaps remain in
our understanding of LLMs performance in multi-
lingual fact verification. First, most studies focus
on a limited number of languages or specific lan-
guage pairs, leaving the broader multilingual land-
scape underexplored. Second, systematic analysis
of how script systems and resource levels affect
fact verification performance is lacking. Finally,
the specific challenges faced by LLMs in cross-
lingual instruction following for fact verification
tasks have not been thoroughly investigated. Our
work addresses these gaps by providing a compre-
hensive analysis of LLM performance across 25
languages, examining the interplay between script
systems, resource levels, and models, in the context
of fact verification.

3 Data

We conduct our multilingual fact verification anal-
ysis using the X-Fact dataset (Gupta and Srikumar,
2021), comprising 31,189 claims across 25 lan-
guages from 11 language families. The data con-
sists of claims, accompanying evidence, and meta-
data collected from fact-checking websites, ensur-
ing real-world applicability. The metadata includes
language information, source website, claimant
details, claim dates, review dates, and links to
original evidence sources. Claims are classified
into seven veracity categories: true, mostly true,
partly true/misleading, mostly false, false, compli-

cated/hard to categorise, and other.

The dataset is structured into multiple evaluation
subsets designed to test different aspects of cross-
lingual generalization. The training data contains
19,079 claims across 13 languages. The test subset
includes 3,826 claims from the same 13 languages,
enabling evaluation of model performance on fa-
miliar languages. The zero-shot subset comprises
3,381 claims across 12 different languages not seen
during training, testing cross-lingual transfer capa-
bilities to completely unfamiliar languages. While
an out-of-domain evaluation set exists as well, it
falls outside the scope of our research on language-
specific analysis.

X-Fact exhibits significant imbalances in terms
of both language and label distribution. These im-
balances extend to the evaluation subsets, with un-
even representation across different script systems
and resource levels (Figure 1). Such imbalances
may affect model calibration and performance, par-
ticularly for underrepresented languages and less
frequent veracity categories, potentially leading to
biased predictions toward dominant languages and
frequent labels.

To systematically analyze these language-
specific challenges, we categorize the 25 languages
along two key dimensions:

Script systems: Latin script languages (Azer-
baijani, German, Indonesian, Italian, Polish, Por-
tuguese, Romanian, Serbian, Spanish, Turkish, Al-
banian, Dutch, French, Norwegian), Arabic script
languages (Arabic, Persian), Devanagari script lan-
guages (Hindi, Marathi) and Other scripts (Geor-
gian, Tamil, Bengali, Gujarati, Punjabi, Russian,
Sinhala).

Resource levels: while Joshi et al. (2020) pro-
poses a six-class categorization based on the data
availability, we simplify this into a ternary classi-
fication for our analysis, distinguishing between
well-represented (German, Spanish, French, Ara-
bic), moderately-represented (Portuguese, Italian,
Dutch, Polish, Turkish, Persian, Hindi, Russian,
Serbian), and under-represented languages (In-
donesian, Romanian, Georgian, Tamil, Bengali,
Punjabi, Marathi, Albanian, Azerbaijani, Gujarati,
Norwegian, Sinhala).

4 Experimental Setting

We evaluate three state-of-the-art multilingual
LLMs across 25 languages to analyze their fact
verification capabilities in terms of resource levels
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Figure 1: X-Fact test and zero-shot evaluation subsets details. The languages are color-coded based on the script

systems they use (

and script systems. We focus on large generative
decoder-only models as they are expected to excel
at reasoning tasks and evidence assessment, which
are crucial components of fact verification. We se-
lected three instruction-tuned LLMs based on their
parameter sizes and language coverage: Llama 3.1
(8B) (Dubey et al., 2024) officially supports eight
languages: English, German, French, Italian, Por-
tuguese, Hindi, Spanish, and Thai. Qwen 2.5 (7B)
(Yang et al., 2024) offers the broadest coverage
with 29 languages, including strong representation
of Asian languages. Mistral Nemo (12B) (Mistral
Al Team, 2024) is the largest model in our selection,
supporting 11 languages: English, French, German,
Spanish, Italian, Portuguese, Chinese, Japanese,
Korean, Arabic, and Hindi.

It is important to note that the varying official
language support across models creates a potential
confounding factor in our analysis. When com-
paring performance patterns across resource levels
and languages, differences may reflect not only tra-
ditional factors like training data availability, but
also model-specific optimizations for officially sup-
ported languages.

4.1 Experimental Approach

We evaluate each model under two configurations:
few-shot prompting and LoRA fine-tuning (Hu
et al., 2022), both using claim-evidence pairs. For
few-shot prompting, we used 7 examples corre-
sponding to the number of veracity categories, en-
suring representation across different languages
and scripts. We developed a structured prompt
providing clear task instructions in English for
the seven-way veracity classification and descrip-
tions of each category. The fine-tuning experiments
employed LoRA targeting all attention and feed-

, Latin, Devanagari, and Other).

forward components. Training data was selected
randomly and balanced across all languages and ve-
racity labels to prevent bias toward overrepresented
categories.

4.2 Evaluation Protocol

We evaluate model performance using macro-F1
scores. Performance analysis is conducted at mul-
tiple levels: language-specific analysis for each
of the 25 languages, script system comparison
(Latin, Arabic, Devanagari, and Other scripts), and
resource level analysis (well-, moderately-, and
under-represented languages).

We evaluate models on both the test subset (lan-
guages seen during training) and the zero-shot sub-
set (languages absent from training data) to analyze
cross-lingual transfer effectiveness. All models
were instructed to provide veracity labels in En-
glish, with robust output processing implemented
to handle diverse response formats through text
normalization and label mapping procedures.

5 Results

Our results reveal significant performance dispari-
ties across languages, script systems, and resource
levels (Figure 2). Overall performance remains
relatively low across all models and languages,
with the highest-performing language-model com-
bination (Norwegian with Qwen 2.5 fine-tuning)
achieving 0.34 macro-F1. Most languages perform
substantially below this level, indicating the chal-
lenging nature of multilingual fine-grained fact ver-
ification for current LLMs.

Qwen 2.5 achieves the highest scores across
most languages, consistently outperforming Mis-
tral Nemo and Llama 3.1 across different language
categories and script systems. Mistral Nemo shows
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Figure 2: Comparative performance of Mistral Nemo, Llama 3.1, and Qwen 2.5 models on test and zero-shot
subsets, measured by macro-F1 scores. Solid lines denote LoRA fine-tuned models, dotted lines few-shot prompted

models.

competitive results for some European languages
but demonstrates difficulties with non-European
languages and non-Latin scripts. Despite having
the largest parameter count (12B), it does not con-
sistently outperform the smaller Qwen 2.5 model.
Llama 3.1 exhibits variable performance patterns
with notable strengths in certain well-represented
languages but some significant weaknesses in cross-
lingual transfer scenarios.

Fine-tuning consistently outperforms few-shot
prompting across most languages, with particu-
larly pronounced performance improvements in
top-performing settings such as Polish and Indone-
sian with Qwen 2.5, and Norwegian in the zero-
shot evaluation, where fine-tuning provides sub-
stantial gains over prompting approaches.

5.1 Performance on Test Subset

Polish and Indonesian demonstrate the strongest
performance with Qwen 2.5 achieving around 0.31
macro-F1 in the fine-tuning configuration. Por-
tuguese and Italian achieve moderate performance
with scores predominantly around 0.18-0.22 macro-
F1. Spanish and German show similar moder-
ate performance across different models. Arabic
and Georgian consistently show the poorest per-
formance, with both languages scoring below 0.13
macro-F1 across all models and configurations.

5.2 Performance on Zero-shot Subset

Norwegian achieves exceptional performance with
Qwen 2.5 reaching 0.34 macro-F1 in the fine-
tuning configuration, surpassing most seen lan-
guages from the test subset. French and Dutch
demonstrate relatively strong cross-lingual trans-
fer, while Russian shows moderate transfer per-
formance across most scenarios. South Asian lan-
guages show poor zero-shot transfer performance.
Bengali, Gujarati, Punjabi, and Marathi consis-
tently score below 0.13 macro-F1 across all mod-
els.

5.3 Resource Level Performance

Resource-level analysis does not show a clear pat-
tern, though this is complicated by varying official
language support across models. Well-represented
languages demonstrate mixed results across both
evaluation scenarios. German achieves perfor-
mance around 0.12-0.25 macro-F1 in the test subset
across different LLMs and settings, while Spanish
shows similar performance. French demonstrates
relatively strong zero-shot transfer performance
around 0.19 macro-F1.

Moderately-represented languages exhibit
highly variable performance patterns. Polish
achieves exceptional performance as one of the top
performers despite its moderate resource status,
notably supported by Qwen 2.5. Many languages
from this group, including Italian and Hindi, show
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moderate performance.

Under-represented languages show the most in-
consistent relationship between resource availabil-
ity and performance. Indonesian achieves one of
the best scores on the test subset, contradicting ex-
pectations based on resource limitations but align-
ing with its official support in Qwen 2.5. Con-
versely, Georgian and Romanian show performance
more aligned with traditional resource constraints
and lack broad official support across models.

5.4 Script System Performance

As shown in Figure 4 for few-shot prompting, Latin
script languages demonstrate the highest median
performance across Llama 3.1 and Qwen 2.5 mod-
els. All three models achieve similar median per-
formance for Arabic script languages, with Mistral
Nemo showing slightly higher variance in this cat-
egory.

Devanagari script languages demonstrate the
most constrained performance across all models,
with consistently low median scores and minimal
variance. This pattern indicates systematic chal-
lenges in processing languages using the Devana-
gari writing system regardless of the model archi-
tecture.

The Other script category shows the highest per-
formance variance, particularly for Qwen 2.5 and
Mistral Nemo. While some languages in this cat-
egory achieve relatively high performance, oth-
ers perform poorly, resulting in wide interquartile
ranges and numerous outliers.

5.5 Cross-lingual Instruction Following

Analysis of fine-tuned model outputs reveals sys-
tematic failures in cross-lingual instruction follow-
ing, with models frequently unable to produce valid
English labels as instructed.

These failures exhibit two major patterns: com-
plete output failure (empty responses) and language
code-switching (responding in the same or differ-
ent from the input language rather than English)
(see Figure 3).

Qwen 2.5 demonstrates the most robust
instruction-following capabilities. In the test sub-
set, it produced only 2 invalid examples (0.05% of
the test dataset) due to same-language responses.
In the zero-shot subset, it had 13 invalid examples
(0.38%), including 3 outputs in unintended lan-
guages and 10 same-language responses. Among
the same-language failures, 6 occurred in Gujarati.

) 1226
1200 Failure Type

@ /O Different Languages
1000  mmm 1/0 Same Languages

@ Empty Outputs
800

600

400
287

200 162
3 12
Qwen 2.5

222

Llama 3.1 Mistral Nemo

Figure 3: Instruction-following failure counts across
three LLMs on the test and zero-shot subsets.

Llama 3.1 shows moderate instruction-following
difficulties. In the test subset, 224 instances (5.85%
of the test dataset) failed to produce valid labels:
9 complete failures (4 Georgian, 5 Tamil) and 215
cases of responding in the input language (136
Georgian, 79 Tamil). The zero-shot subset reveals
more severe challenges, with 225 failures (6.66%
of the zero-shot dataset), including 153 empty out-
puts (111 Bengali, 19 Gujarati, 22 Punjabi) and 72
same-language responses (65 Bengali, 2 Gujarati,
5 Punjabi).

Mistral Nemo exhibits the most significant chal-
lenges across both subsets. In the test subset, 767
instances (20.05% of the test dataset) failed to pro-
duce valid labels: 198 responses in different lan-
guages (161 Georgian) and 569 same-language re-
sponses (174 Arabic, 159 Tamil, 90 Hindi). In
the zero-shot subset, 681 failures (20.14% of the
zero-shot dataset) occurred, including 24 different-
language responses and 657 same-language re-
sponses (325 Bengali, 93 Persian, 78 Punjabi).

6 Discussion

6.1 Script System as a Performance Predictor

The most striking finding from our analysis is the
significant impact of script systems on model per-
formance. Languages using Latin scripts consis-
tently demonstrate superior performance across all
three models, with median macro-F1 scores gener-
ally higher than other script categories. This pattern
suggests that current LLMs, despite their multi-
lingual training, maintain inherent biases toward
Latin-based writing systems that dominate their
training corpora.

The systematic challenges faced by models when
processing non-Latin scripts extend beyond simple
character recognition issues. Our analysis reveals
that Devanagari script languages (Hindi, Marathi)
show the most constrained performance with mini-

1142



Mistral Nemo

i 5= =

0.00
Latin Arabic Devanagari Other Latin

Llama 3.1

Arabic Devanagari Other Latin

Qwen 2.5

=

Arabic Devanagari Other

Figure 4: Comparison of macro-F1 scores across Mistral Nemo, Llama 3.1, and Qwen 2.5 models using few-shot

prompting, grouped by script system. Each subplot represents a script (Latin,

, Devanagari, and Other)., with

boxplots showing median and interquartile ranges, and swarm plots indicating individual language performances.

mal variance across models. Similarly, languages
in the Other scripts category exhibit high perfor-
mance variance, suggesting that some scripts may
be better represented in training data than others,
leading to inconsistent cross-lingual transfer.

6.2 Cross-lingual Transfer Patterns

Our evaluation on the zero-shot subset reveals some
interesting patterns in cross-lingual transfer. Nor-
wegian’s exceptional performance (0.34 macro-F1
with Qwen 2.5) in the zero-shot setting, surpassing
many languages seen during training, suggests that
certain linguistic features may facilitate better trans-
fer than others. This finding indicates that other
factors may be more important for fact verification
transfer than simple training data availability.

The strong performance of Germanic languages
(Norwegian, Dutch) in zero-shot scenarios, com-
bined with the relatively good transfer to French,
demonstrates clear patterns in cross-lingual transfer
effectiveness. However, the poor performance of
South Asian languages (Bengali, Gujarati, Punjabi,
Marathi) in zero-shot scenarios highlights the com-
plex interplay between script systems and resource
levels.

Particularly noteworthy is the dramatic perfor-
mance degradation for languages absent from train-
ing data. While Norwegian achieves remarkable
zero-shot performance, most unseen languages
struggle significantly, with Bengali, Gujarati, and
Punjabi consistently scoring below 0.13 macro-F1.
This contrast suggests that successful cross-lingual
transfer in fact verification depends on complex
factors that are not uniformly distributed across
different languages.

6.3 Resource Levels and Official Language
Support

The exceptional performance of Indonesian (under-
represented according to our classification) and
Polish (moderately-represented) compared to well-
represented languages like German and Spanish
suggests that factors beyond data availability drive
multilingual fact verification capabilities. Official
language support by model developers (Indonesian
and Polish for Qwen 2.5) provides a more reliable
predictor of success.

The inconsistent relationship between resource
availability and performance suggests that data
quality may be more critical than quantity for en-
abling knowledge transfer. This assumption is sup-
ported by Norwegian’s exceptional zero-shot per-
formance (0.34 macro-F1), which surpasses most
training languages despite being absent from train-
ing data. Norwegian’s success likely stems from
cross-lingual transfer from linguistically similar
Germanic languages (German, Dutch) with sub-
stantial reasoning-focused training data.

6.4 Cross-lingual Instruction Following
Failures

A particularly interesting finding is the system-
atic failure of models to follow cross-lingual in-
structions, with models frequently unable to pro-
duce requested English labels when processing non-
English inputs. These failures become obvious in
two primary patterns: complete output failure and
language code-switching. The concentration of
these failures in specific languages rather than uni-
form distribution across all unfamiliar languages
indicates systematic model limitations rather than
random processing errors. Bengali’s prominence
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in instruction following failures across multiple
models (325 same-language responses with Mistral
Nemo, 111 empty outputs with Llama 3.1) sug-
gests that certain languages present fundamental
challenges to current model architectures. A de-
tailed error analysis examining prediction patterns
across veracity categories and their varying impact
severity is provided in our GitHub repository’.

7 Limitations and Future Directions

Our analysis focuses on a specific fact verification
dataset and task formulation, which may limit gen-
eralizability to other multilingual reasoning tasks.
While X-Fact’s inherent language and label im-
balances may influence our observed performance
patterns, these reflect real-world multilingual data
challenges. Additionally, the LLMs investigated
are relatively modest in scale compared to state-
of-the-art models, and future work should evaluate
larger models to determine whether these patterns
persist at scale. The development of more balanced
multilingual fact verification datasets, particularly
for under-represented languages and scripts, would
enable more comprehensive evaluation and support
targeted training strategies that address the system-
atic biases we have identified.

Future work should explore more sophisticated
approaches to cross-lingual transfer in fact verifica-
tion, including investigation of the factors that en-
able successful cross-lingual transfer, which could
inform more appropriate approaches to multilin-
gual model architecture design.

While our analysis focuses primarily on script
systems as a key organizing principle for under-
standing multilingual performance patterns, an al-
ternative categorization based on language families
would provide an interesting comparative perspec-
tive. Future research could systematically examine
whether genealogical relationships between lan-
guages offer different insights into cross-lingual
transfer effectiveness.

A critical limitation of the current analysis is the
inability to distinguish between script-specific chal-
lenges in fact verification and more fundamental to-
kenization inefficiencies. The performance patterns
we observe for non-Latin scripts could stem from
suboptimal tokenization and under-representation
of these languages in model vocabularies, rather
than inherent limitations in cross-lingual capabil-

"https://github.com/Aniezka/cross-lingual-fact-
verification.

ities. This aligns with findings from Ahia et al.
(2023) and Ali et al. (2024) regarding tokenizer
biases in current LLMs. Future research should
investigate tokenization efficiency across different
writing systems and its impact on downstream task
performance to better isolate script-specific chal-
lenges from tokenizer-related limitations.

8 Conclusion

This paper presents a comprehensive analysis of
multilingual fact verification capabilities across 25
languages using three state-of-the-art LLMs. Our
evaluation on the X-Fact dataset reveals signifi-
cant performance disparities based on script sys-
tems, with Latin script languages consistently out-
performing others across all models.

Key findings include the identification of system-
atic cross-lingual instruction following failures and
the surprising result that some officially supported
but not high-resource languages (such as Indone-
sian and Polish) achieve better performance than
traditionally high-resource languages like German
and Spanish, challenging conventional assumptions
about the relationship between resource availability
and model performance. The dramatic variation in
cross-lingual transfer effectiveness, exemplified by
Norwegian’s strong zero-shot performance against
poor results for South Asian languages, highlights
the complex factors affecting multilingual capabili-
ties.

These findings underscore critical limitations in
current multilingual LL.Ms for complex reasoning
tasks and emphasize the need for more inclusive
approaches to multilingual model development. Fu-
ture work should focus on addressing script system
biases and developing more fair fact verification
systems that serve diverse communities effectively.
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