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Abstract

Recent years witnessed tremendous ad-
vancements in natural language processing
(NLP) because of the development of com-
plex language models that have automated
several NLP applications, including text
summarisation. Despite this progress, Mal-
ayalam text summarisation still faces chal-
lenges because of its unique grammatical
structures. This research paper explores the
potential of using a large language model,
specifically the LLaMA (Large Language
Model Meta Al) framework, for abstractive
text summarisation of Malayalam lan-
guage. In order to assess the performance of
LLaMA for text summarization, for the
low- resource language Malayalam, a da-
taset was curated with reference text and
summaries. The evaluation showed that the
LLaMA model could effectively summa-
rize lengthy articles while maintaining im-
portant information and coherence. The
generated summaries were compared with
the reference summaries generated by hu-
man writers to observe how well aligned
the model was with a human level of sum-
marisation. The results proved that LLM
can deal with the Malayalam text summari-
sation task, but more research is needed to
understand the most relevant training strat-

cgy.

1 Introduction

Being popular among India’s 22 officially recog-
nised languages, Malayalam is primarily spoken in
the South Indian state of Kerala. Connected
through its roots with the ancient Dravidian lan-
guage family, Malayalam has developed its unique

anithasp@hindu-
stanuniv.ac.in

revathyvrajen-
dran@gmail.com

alphabet by adapting linguistic elements from San-
skrit. Malayalam is uniquely characterised by its
ability to have constructive word structuring ac-
quired through its xtensive vocabulary and lin-
guistic and agglutinative nature (Nambiar et al.,
2023). The rapid accumulation of digital content
has necessitated the need for effective text summa-
risation models. Especially in Malayalam, a low-
resource language with multiple dialects, there is a
need for text summarisation for various NLP ap-
plications. Though there is a demand for text sum-
marization models in Malayalam, the problem in
developing them is due to inflectional structure
and limited availability of annotated data. Re-
searchers show extensive interest in developing
text summarisation models that can generate con-
cise, coherent, and contextually significant Mala-
yalam text summarisation. Text summarisation is
an NLP task that condenses lengthy documents
into brief versions without losing significant infor-
mation.

The substantial daily generation of content such as
news articles on digital platforms and the unavail-
ability of online tools for processing them necessi-
tate a robust model for text summarisation. The de-
mand for automated text summarisation has be-
come greater than for manual text summarisation,
as it requires a lot of time and labour. Automated
Malayalam text summarisation tools will also be
an essential resource for journalists, scholars, and
readers to bring rapid accessibility to the infor-
mation of their choice. Most summarisation re-
search articles use abstractive summarisation ap-
proaches over extractive types (Nambiar et al.,
2023; Shakil, Farooq, and Kalita., 2024). While
generating novel summaries, abstractive methods
keep originality in essence, and extractive
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approaches directly generate sentences by joining
the important phrases and constructing sentences.
Other complexities with abstractive summarisa-
tion models for the

Malayalam is a morphologically rich and aggluti-
native language, with suffixes being extensively
used for indicating grammatical functions such as
tense, case, mood, and number. These properties
enhance exponentially the vocabulary space and
make the standard text processing techniques less
effective. Besides, this language has a relatively
free word order (normally Subject-Object-Verb
but has flexibility) which turns syntactic parsing
more complex and hinders training in sequence
models that depend on fixed word positions. Com-
pared to other Indian languages, there are less re-
sources in Malayalam concerning available anno-
tated corpora and tools for NLP tasks.

Malayalam language includes the requirement of
fully labelled datasets and intricacies because of
the richness and copious morphology of Malaya-
lam syntax. Further, constructing a model that is
capable of comprehension and fluent generation of
Malayalam text is difficult. Malayalam language
has nominally rich Dravidian morphological fea-
tures, such as extensive inflection, agglutination,
and compounding, which impose peculiar con-
straints on language modeling and text generation.
These challenges are typically addressed by trans-
former-based models such as LLaMA through
subword tokenisation techniques like Byte Pair
Encoding or SentencePiece, which decompose the
intricate word forms into simple subword units so
that they can generalise to morphologically di-
verse forms supported by that model.

Current developments seen in sophisticated lan-
guage models such as Bidirectional Encoder Rep-
resentations from Transformers (BERT) and Gen-
erative Pre-trained Transformer (GPT) and their
successors have made improvements in addressing
some of the most challenging tasks in NLP (Chhib-
bar and Kalita., 2024; Doss., 2024; Hemamou and
Debiane., 2024; Mudigonda et al.,

2024; Zhang, Yu, and Zhang., 2024). These Large
Language Models (LLMs) are deep learning algo-
rithms with a large number of parameters, billions
or trillions, trained on large volumes of data.
LLMs use the transformer architecture (Ravaut et
al., 2024). It is equipped to acquire context and
meaning by breaking words into sequences within
a sentence.

Recent work in (Deroy and Maity., 2024) has high-
lighted the subword-based modelling efficacy in
low-resource languages like many other Dravidian
languages. Their findings showed how, through
prompt learning and subword tokenisation, one
can significantly improve performance, especially
for morphologically complex and code-mixed
text.

Inspired by this, for this study, LLaMA has em-
ployed for Malayalam summarisation using simi-
lar prompt methods, with LLaMA's multilingual
pre-training and vocabulary flexibility. This ena-
bles the model to generate linguistically coherent
and contextually accurate summaries. Addition-
ally, models like the LLaMA-based MalayalLLM,
which incorporates a custom vocabulary of 18,000
Malayalam tokens, have shown that adapting
LLaMA for morphologically rich languages offers
improved performance, even in low-resource or
one-shot learning scenarios.

2 Recent Work

The announcement of the first generative large lan-
guage model (LLM) by OpenAl marked a revolu-
tionary milestone in the development of natural
language processing technologies (Radford et al.,
2018). These models are trained on vast datasets
and consist of billions of parameters, enabling them
to engage in a wide range of conversations and per-
form numerous tasks. These include sentiment
analysis, named entity recognition, and various
forms of language understanding and generation
(Sindhu et al., 2024). One of the most powerful ca-
pabilities of generative LLMs is their ability to pro-
duce human-like text, often indistinguishable from
content written by actual people (Touvron et al.,
2023).

Models like BERT and RoBERTa are used for ap-
plications, such as text classification, sentiment
analysis and outcome prediction (Prasanthi et al.,
2023). Some of the existing LLMs are multilin-
gual: supporting many languages, performing Ma-
chine Translation, and performing tasks in cross-
language contexts (Mujadia et al., 2023)
According to (Ilanchezhiyan et al. 2023), trans-
former models can be effectively applied to text
summarization in various Indian languages. Fine-
tuning these models on Indian language datasets
was found to significantly improve the quality of
the generated summaries.

The authors of (Munaf et al. 2023) investigated
how to apply models, generally pre-trained, to
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perform summaries for under-resourced languages.
They were able to prove that fine-tuning of such
models brought better summary quality. Genera-
tive LLMs tend to be applied mainly in summaris-
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Figure 1. Proposed System Architecture

ing texts, translating languages, or conversing via
chatbots. Unlike these models, the discriminative
LLMs aim for classifying and predicting purposes.
Conversational LLMs are models that can talk like
a human through the understanding of context; nu-
merous chatbots and virtual assistants currently uti-
lise such models (Sindhu et al., 2024). Such studies
include (Mujadia et al., 2023), who researched the
extent to which LLMs translate between English
and different Indian languages. They also looked
into how these language models account for cul-
tural complexity.

Another study presented a novel way to summarise
PDF documents making use of LLMs (Ramprasad
and Sivakumar., 2024). Their work underlines the
importance of context relevance in the summarisa-
tion process.

An overview of how these LLMs were changing
was given by (Patil and Gudivada., 2024) in 2024.
They highlighted key improvements, like better
training techniques. The study by (Zhang et al.
2024) checked various LLMs to see how well they
make news summaries. The work by (Pradhan and
Todi, 2023) looked at metrics from LLMs to eval-
uate summarization quality.

(Mullick et al., 2024) explored ways to improve as-
pect-based summarisation by refining LLMs. They
focused on producing summaries that hit on

to test and enhance how well LLMs keep summar-
ies logical.

Another study by (Ravaut et al., 2024) examined
how LLMs utilise context in summarization tasks,
emphasizing the role of contextual information in
improving summary quality. Sindhu et al. analyzed
the evolution of LLMs, their applications, and
emerging challenges (Sindhu et al., 2024). They
discussed how advancements in architecture have
made LLMs more efficient. Suleiman and Awajan
provided insights into extractive text summariza-
tion techniques and their evaluation measures (Su-
leiman and Awajan, 2019).

For this research, Llama 3.1 70B Instruct, which
Meta released in July 2024 was used (Touvron et
al., 2023). LLaMA, or Large Language Model
Meta Al is a series of models developed by Meta
Al since February 2023. Its transformer-based ar-
chitecture enables it to process and understand lan-
guage in a manner that closely resembles human
comprehension. When initially released, LLaMA
shared its model weights with researchers for non-
commercial use. This made it a handy model for
the academic and research community.

3 Data Collection and Model
development

For this research work, a dataset of dimensionality
2 with 500 samples was created. The sample blog
articles were collected from several news
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websites such as Malayalam.news18.com, report-
erlive.com and Malayalam.samayam.com. The
first column is Malayalam full length article and
the second column is the summary. This dataset is
useful for building and testing models that work
with the Malayalam language. It can help with
tasks like summarising text, sorting articles by
topic, and looking at trends in Malayalam text ar-
ticles over different categories of architecture.

Figure 1 shows the architectural diagram for sum-
marising these articles. LLaMa 3.1 is used to
summarise the Malayalam articles in this study.

The reference summaries are the gold standard for
training the model. They help the model learn how
the articles are structured and what the important
parts are. Once the model is trained, it can take
new text articles and make concise summaries.
These summaries focus on the key details from
the original text. The setup is built to handle the
unique features of the Malayalam language. This
way, the summaries stay accurate and relevant. By
automating the summarization, it is possible to
handle lots of text content quickly and easily,
making it simple to share important information.

3.1 Model Training and Testing

The full text and its abstractive summary from the
dataset are used to train and test the proposed model.
The one- shot learning strategy takes one example
and uses it for training. This learning approach is
used to improve the summation ability of the
LLaMA model.

Several robust features have motivated for considera-
tions for usage of the LLaMA (the Large Language
Model Meta Al) framework towards preference
over other large language models. Unlike com-
mercial models such as GPT-3 or PalLM, the
LLaMA is open-weight and allows fine-tuning,
thus making it more suitable for academia and ex-
perimentation. The smaller versions have a favor-
able trade-off between computational efficiency
and performance: extremely important when
working with languages that have limited re-
sources like Malayalam. Preliminary investiga-
tions and benchmarks also indicate that LLaMA
performs well on multilingual tasks, especially
when fine-tuned with domain-specific training.
Hence, the good accessibility, customizability,
and efficiency of the model made it an appropriate
choice for this task, which relates to low-resource

summarization without the constraints of API ac-
cess, licensing, or computing expenses.

A single Malayalam article along with its reference
summary were randomly selected from the curated
Malayalam text summary corpus. The article-sum-
mary pair then used as an in-context example to
prompt and enhance the model’s performance. The
prompt text used for the The entire dataset was fed
into the Llama 3.1 model, which created summar-
ies.

The ability of the model understands different lan-
guages and generate summaries proved here also;
the model generated summaries that were clear and
relevant. They closely matched the gold summar-
ies. The model also understood Malayalam well,
which helped it provide short summaries that kept
the important aspects of the articles. This showed
that Llama 3.1 can work well with languages that
have low resources, like Malayalam.

4 Experimental Setup

. To evaluate how closely the model’s summaries
matched gold summaries, ROUGE, a standard
benchmark for measuring summarisation quality,
was used. Specifically, the measured ROUGE-1,
ROUGE-2, and ROUGE-L scores assess the over-
lap of unigrams, bigrams, and longest common
subsequences between the machine- generated and
human summaries.

The scores were computed using a library called
PyRouge (Heinzerling.B., 2018) to evaluate their
performance in terms of how well the machine’s
outputs are able to match individual ones.
ROUGE-1 considers the single words, ROUGE-2
the pairs, and ROUGE- L checks the longest
matching sequence between both summaries (Lin,
C.Y., 2004). Each gold summary was provided
with one LLaMA- generated summary. The pro-
cess for obtaining the ROUGE score was done on
each summary separately. Once all the summaries
are ready, to evaluate them, the scorers were used.

The scorer considered F1 scores for ROUGE-1,
ROUGE-2, and ROUGE-L, showing how well the
two summaries matched in precision and recall. If
either summary was missing or not valid, then the
ROUGE scores were set to None. This kept the da-
taset accurate. After calculating the scores, they
were stored in lists for each ROUGE type. In the
next step, these scores were added as new columns
in the original dataset. This setup allowed us to an-
alyze how well the model performed in
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summarising Malayalam text across different scor-
ing methods. It gave us a solid way to see how the
LLaMa-made summaries overlap with the human
ones.

ROUGE-1 Score Distnbution

ROUNGE-2 Score Drstribution

have moderate overlap with the reference summar-
ies at the unigram level. However, there is also a
noticeable spike for the ROUGE-1 score of 1.0,

ROUGE-L Score Distnbution
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Figure 2. Rouge score distribution for Malayalam text dataset
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Figure 3. Box plot showing Rouge score distribution for Malayalam text dataset

5 Results And Discussion

The graphs (Figure 2) display the distribution
of ROUGE-1, ROUGE-2,and ROUGE-L scores,
which are metrics used to evaluate the quality of
text summaries against reference summaries. In the
ROUGE-1 score distribution graph, the majority of
the scores are concentrated between 0.2 and 0.4,
indicating that many of the generated summaries

suggesting that a subset of summaries perfectly
matched their reference summaries. The ROUGE-
2 and ROUGE-L score distribution graphs show
similar patterns, with most scores clustering to-
wards the lower end of the spectrum, particularly
between 0.0 and 0.2. This implies that the gener-
ated summaries generally have lower bigram and
sequence overlap with the reference summaries
(Krishnaprasad et al., 2016).
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Like the ROUGE-1 graph, there is a notable
spike at a score of 1.0 in both ROUGE-2 and
ROUGE-L, which indicates that some summaries
matched perfectly in terms of bigrams and se-
quence with their references.

The box plot (Figure 3) displays the distribution
of ROUGE-1, ROUGE-2, and ROUGE-L scores,
providing a summary of the central tendency,
spread, and outliers for each metric. The box in
each plot shows the interquartile range (IQR), with
the line enclosed in the box indicating the median
score. The ”whiskers” stretch to the minimum and
maximum values that lie within 1.5 times the IQR,
with any points beyond this range considered out-
liers and shown as individual dots. For the
ROUGE-1 scores, the median is around 0.2, and
the interquartile range spans from about 0.1 to 0.35.
There are some outliers above 0.6, indicating a few
summaries that performed significantly better than
most (Steffes et al., 2023).

The ROUGE-2 scores have a lower median,
around 0.1, and a narrower IQR, suggesting that
most summaries had lower bigram overlap with the
reference summaries. ROUGE-L scores have a dis-
tribution similar to ROUGE-1 but slightly lower,
with a median close to 0.2. The presence of several
outliers in the ROUGE-L plot suggests that while
most summaries had moderate sequence overlap, a
few achieved near-perfect matches.

A small qualitative analysis of the output of the
LLM was conducted, and for the analysis, 10 ran-
domly selected summaries were selected. It was
found that in all of them, the generated summary
by LLaMA is relevant, and in only 3 cases were
there small factual inaccuracies, which were born
out of small differences in the semantics of a state-
ment in the given text and the semantics of its cor-
responding statement in the LLaMA LLM abstrac-
tive summary. It was also inspected the outliers,
who scored 1.0, and it was found out that none of
them were standard articles but food recipes or
health advice related to foods (Table 1 and Table 2).

6 Conclusion

In this study, the potential of the LLaMA frame-
work for text summarisation in the Malayalam lan-
guage, an area that has remained relatively under-
researched despite the language’s complex struc-
ture and limited digital resources was explored.
Also, it showcased the LLaMA 3.1 model’s

capacity to generate concise summaries that are co-

Exactly matched gold summaries and LLaMa Summaries

Graampu chertha vellam, anti-inflammatory
gunangalnalkkukayum, inflammation kurayk-
kanum, panjasaraavum rakthachapavum ni-
yanthrikkayum sahayikkunnu.

Vavarile kozhuppine kuraykkan inji, ku-
rumullak, sherappu eniva sahayikkunnu. Inji me-
tabolism mechappettukkayum, kozhuppu kuraykkan|
sahayikkukayum cheyyunnu.

Vaazhapazham dietil Cherkkunnathu fiber, potas-|
sium, vitamin C, B6 eniva nalkunnu. Ith madhume-
hathe niyanthrikkayum, Kosha santhulitham nila-
nirthanum sahayikkunnu.

Salmonmatsyam dietil uppeeduthunathu Hridaya
arogavyum mechappettuttanum, cholesterolkurayk-
kayum sahayikkunnu.

Table 1: Exactly matched gold summaries and
LLaMa Summaries

Exactly matched gold summaries and LLaMa Summaries

Adding cloves to water helps reduce
anti-inflammatory properties, lowers
inflammation, and helps control blood sugar
and blood pressure.

Boiled okra helps reduce fat. Ginger, lemon,
and jaggery help in reducing fat.

Ginger boosts metabolism and helps reduce
fat.

Adding banana to the diet provides fiber,
potassium, vitamin C, and B6. This helps control d

Including salmon in the diet improves heart
health, boosts metabolism, and
helps reduce cholesterol.

Table 2: English Translation of Table 1 summaries

herent and relevant when compared to reference
summaries created by human writing, developing a
special Malayalam text dataset. The ROUGE
scores obtained are in line with other summarisa-
tion experiments which use, however, deep neural
networks specifically trained for the purpose (still
on different data sets). The results clearly show that
the LLM can provide a baseline solution for sum-
marization of low-resourced languages with mod-
erate accuracy.
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