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Abstract

Although an increasing number of multilin-
gual LLMs (large language models) have be-
gun to support Korean, there remains a no-
table lack of benchmark datasets specifically
designed to evaluate their proficiency in Ko-
rean cultural and linguistic understanding. A
major reason for this gap is that many avail-
able benchmarks in Korean are adapted from
English originals via translation, which often
fails to reflect the unique cultural context em-
bedded in the Korean language. Even the few
benchmark datasets based on native Korean
data that involve cultural content typically fo-
cus on tasks such as bias or hate speech detec-
tion, where cultural knowledge serves merely
as topical background rather than being inte-
grated as a core component of semantic under-
standing. To address this gap, we introduce
the Korean IdiomMatching Benchmark (KIM
Bench), which consists of 1,175 instances. Id-
ioms are culture-specific and often untranslat-
able, making them ideal for testing models’
cross-cultural semantic understanding. Us-
ing KIM Bench, We evaluate global and Ko-
rean native models. Our analysis show that
larger and locally trainedmodels better capture
idiom semantics and cultural nuances, while
chain-of-thought prompting may reduce accu-
racy. Models still struggle with deep seman-
tic and contextual understanding. KIM Bench
offers a compact tool for cross-cultural evalu-
ation and insights into improving performance
on culturally grounded tasks.

1 Introduction

With the rapid advancement of large language
models (LLMs), research on evaluating thesemod-
els has increased dramatically in recent years
(Chang et al., 2024). Early evaluations primarily
focused on models’ basic language understanding
(Wang et al., 2018) and generation (Zhong et al.,
2022) capabilities. However, as thesemodels have

Idiom 누워서떡먹기
Literal Eating rice cake while lying down
Meaning Describes something that is very

easy to do

Table 1: An example of metaphor in idiom. The sense
of “누워서 떡 먹기” should be inferred figuratively
rather than interpreted literally using the meanings of
the constituent characters.

demonstrated growing performance across multi-
lingual and multidisciplinary tasks, assessing their
cross-cultural understanding has become increas-
ingly crucial. The complexity of culture and the di-
versity of languages make this task progressively
more challenging.
Many existing benchmarks primarily target En-

glish, covering tasks ranging from basic language
understanding to complex reasoning (Chang et al.,
2024). However, in non-English-speaking re-
gions, localized benchmarks are often created by
translating English datasets into the target lan-
guage (Shi et al., 2022). Although this approach
is convenient, it introduces significant limitations:
Western cultural biases embedded in the source
data are often preserved in translation, leading to
cultural distortions in evaluation. As a result, such
benchmarks fail to reflect the linguistic specificity
and cultural diversity of the target language.
To address this challenge, a growing number of

culturally distinct communities have initiated ef-
forts to develop benchmarks that are tailored to
reflect their unique cultural characteristics and lin-
guistic intricacies. For example, Koto et al. (2024)
proposed IndoCulture, a benchmark designed to
explore language models’ ability to understand the
diverse cultures and geographical factors across
11 Indonesian provinces. Inoue et al. (2024) in-
troduced Heron-Bench, which evaluates language
models’ understanding within the Japanese con-
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text through image-question pairs. Das et al.
(2023) developed a Bengali dataset to assess lan-
guage models’ understanding of cultural biases
related to gender, religion, and national identity.
However, benchmarks targeting Korean culture re-
main insufficient. Although some efforts have
been made to evaluate language models in the Ko-
rean context, most focus on tasks such as bias de-
tection or hate speech classification, where cul-
tural knowledge serves merely as topical back-
ground rather than being integrated into the core
of semantic understanding. As a result, these
benchmarks lack the incorporation of cultural rich-
ness and semantic nuance, limiting comprehen-
sive evaluation of models’ ability to understand
Korean culturally grounded linguistic phenomena.
To address the lack of benchmarks for evaluat-
ing cultural understanding in Korean, we intro-
duceKIMBench (Korean IdiomMatchingBench-
mark), a dataset centered on idiom matching. Id-
ioms are highly condensed, metaphorical, and non-
literal expressions deeply embedded in specific
cultural contexts. Since each culture has its own id-
iomatic system that is often difficult to translate di-
rectly, understanding idioms requires both linguis-
tic competence and cultural knowledge. In prac-
tical applications such as translation, education,
and dialogue generation, failure to correctly inter-
pret idioms can lead to serious semantic misun-
derstandings. KIM Bench captures diverse seman-
tic patterns and rich cultural nuances, providing a
focused testbed for evaluating language models’
culturally grounded semantic reasoning and local
adaptability.
Our main contributions are summarized as fol-

lows:

• We presentKIMBench1, a novel benchmark
consisting of 1,175 samples, designed to eval-
uate languagemodels’ comprehension of Ko-
rean idioms, which require both linguistic
and cultural understanding.

• We perform a systematic comparison of mul-
tilingual GPT models and the Korean-native
HyperCLOVA X, and provide detailed er-
ror analyses that reveal model-specific chal-
lenges in idiom interpretation.

• We empirically demonstrate that chain-of-
thought prompting, while beneficial in log-

1The dataset is available at KIM-Bench on GitHub.

Idiom: 가슴 불타다
(Literal: the chest is on fire)
Explanation: 마음속에 어떤 열의나 열정이
끓어 번지다.
(An intense enthusiasm or passion boils and
spreads in one’s heart.)

Idiom: 가슴 불타다
(Literal: the chest is on fire)
Choice B (Golden Answer): 마음속에 어떤
열의나 열정이 끓어 번지다.
(An intense enthusiasm or passion boils and
spreads in one’s heart.)

Choice A: 꾸짖음을 받아 언짢아하다.
(To feel upset after being scolded.)

Choice C: 몹시 견디기 어려울 정도로 고
통스럽다.
(To suffer to the point of being unbearable.)

Choice D: 어떤 현상이나 일들이 잇따라
일어나다.
(Events or phenomena occur one after an-
other.)

Choice E: 손해를 입히거나 책임을 지우다.
(To cause harm or shift responsibility onto
others.)

Direct Copy

Cosine Similarity Based Retrieval

Figure 1: An example from Korean Idiom Matching
Benchmark

ical reasoning tasks, can introduce seman-
tic noise and impair model performance in
culture-dependent scenarios.

2 Related Work

2.1 Large Language Model
Large Language Model (LLM) typically refers to
deep neural network models with hundreds of mil-
lions, billions, or even trillions of parameters. The
core idea behind these models is that by train-
ing on massive amounts of textual data, the mod-
els can gradually ”learn” the vocabulary, gram-
mar, and underlying semantic associations in nat-
ural language, enabling them to generate coherent
and semantically logical text within a given con-
text. In practice, autoregressive language models
are trained by maximizing the conditional prob-
ability of each token given its preceding tokens
(Naveed et al., 2024; Shanahan, 2024; Zhao et al.,
2024; Kumar et al., 2025). The conditional proba-
bility is typically modeled using Transformer net-
works based on multi-head attention or other neu-
ral network architectures (Vaswani et al., 2017).
The development of English models in LLMs has
been particularly prominent, with the GPT (Gen-
erative Pre-trained Transformer) series being the
most representative. GPT, developed by OpenAI,
is a series of generative language models based on
the Transformer architecture. By leveraging large-
scale unsupervised pre-training and task-specific
fine-tuning, these models have achieved remark-
able results in natural language generation and un-
derstanding tasks (Brown et al., 2020). FromGPT-
1 to GPT-4, the scale and performance of these
models have continuously improved, demonstrat-
ing strong capabilities in context understanding,
complex reasoning, and multi-turn dialogue gen-
eration (OpenAI, 2024a). Meanwhile, models tai-
lored to other languages have also been advanc-
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ing. For instance, HyperCLOVA X, developed by
Naver, is a LLM system specifically optimized for
Korean and multilingual tasks related to Korean
culture (Kim et al., 2021). HyperCLOVA X uti-
lizes advanced multi-head attention mechanisms
and extensive Korean datasets to accurately cap-
ture Korean syntactic and semantic characteristics.

2.2 Evaluating Large Language Models

LLMs have made remarkable progress in nat-
ural language understanding and generation
(Annepaka and Pakray, 2025), which has spurred
the development of benchmarks using standard-
ized datasets and evaluation tasks to compare
models quantitatively (Li et al., 2024). Early
benchmarks, such as GLUE (Wang et al., 2018)
and SuperGLUE (Sarlin et al., 2020), focused
on English-centric tasks like sentiment analysis,
natural language inference, and question answer-
ing, establishing performance baselines. As the
need to assess broader cognitive abilities emerged,
benchmarks like HellaSwag (Zellers et al., 2019)
and CosmoQA (Huang et al., 2019) incorporated
commonsense and causal reasoning, enhancing
assessment robustness. With many tasks in early
benchmarks reaching human-level performance,
new benchmarks such as MMLU-Pro (Wang
et al., 2024b) and KULTURE Bench (Wang et al.,
2024a) were developed to better reflect modern
models’ capabilities across diverse subjects and
complex tasks. In response to the global demand
for LLM applications, researchers have translated
English benchmarks into other languages (Shi
et al., 2022); however, these multilingual bench-
marks often fail to capture cultural context and
expression habits, leading to biased evaluations
(Choenni et al., 2024). Consequently, native
benchmarks have become essential. For example,
benchmarks such as CMoralEval (Yu et al.,
2024) for Chinese culture, ITALIC (Seveso et al.,
2025) for Italian culture, and ILMAAM (Nacar
et al., 2025) for Arabic-speaking communities
have been developed to evaluate cultural under-
standing in their respective contexts. In Korea,
benchmarks such as the Korean Bias Benchmark
(Jin et al., 2024), HAERAE Bench (Son et al.,
2024), and CLIcK (Kim et al., 2024) primarily
assess sociolinguistic bias and surface-level
cultural references using question-and-answer
formats. However, they rarely incorporate data
that directly reflects culturally embedded expres-

sions or traditional knowledge, limiting their
capacity to evaluate deeper semantic and cultural
understanding in Korean. To address this gap, we
introduce KIM (Korean Idiom Matching) Bench,
which incorporates traditional Korean idioms into
a multiple-choice format and enable a deeper
evaluation of cultural sensitivity.

3 Korean Idiom Matching Benchmark

3.1 Characteristics of Korean Idioms

Idioms are a common linguistic phenomenon and
are referred as "관용구" (gwanyonggu) in Ko-
rean. Due to its compact structure and rich expres-
siveness, idioms are extensively used in everyday
conversations and various forms of written text.
The main challenge in machine reading compre-
hension involving idioms lies in effectively cap-
turing the extended meanings of idioms. The non-
compositional nature and metaphorical meanings
of many idioms (see an example in Table 1)make
their translation particularly challenging, drawing
substantial interest from researchers (Shao et al.,
2017). The meanings of such idioms often di-
verge from the literal interpretations of their con-
stituent elements. Typically rooted in ancient cul-
tural narratives, these idioms have preserved their
figurative meanings throughout the evolution of
language over time. For instance, "미역국을먹
다"(to eat seaweed soup) has ametaphorical mean-
ing, which originates from a historical event: In
1907, the Japanese colonial authorities forcibly
disbanded the Korean military, pushing the coun-
try into a deeper crisis. Many soldiers lost their
jobs and fell into financial hardship. In Korean,
the word "해산" (haesan) canmean both ”disband-
ment” and ”childbirth”, as they share the same pro-
nunciation. Due to this phonetic similarity, peo-
ple associated the disbandment of themilitary with
the Korean tradition of eating seaweed soup after
childbirth. As a result, in 1947, the term "미역
국을 먹다"(to eat seaweed soup) was officially
recorded in the ”Great Dictionary” as a slang ex-
pression referring to ”the dissolution of an organi-
zation or the dismissal of an individual from a po-
sition.” Over time, this phrase has further evolved
to commonly symbolize failing an exam or los-
ing a job, becoming widely used in everyday lan-
guage. Thus, understanding and accurately inter-
preting expressions requires familiarity with Ko-
rean cultural and historical origins.
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3.2 Construction of Korean Idiom Matching
(KIM) Benchmark

To evaluate language models’ ability of under-
standing Korean idioms, we constructed a match-
ing dataset where the model must select the correct
idiom explanation from five given options. Each
sample consists of one Golden Answer and four
distractor options, which are generated based on
semantic similarity between idiom explanations.
This approach ensures a more challenging task by
increasing the difficulty of distinguishing between
closely related meanings. Figure 1 presents an ex-
ample in KIM Bench.

3.2.1 Raw Data Acquisition
This dataset’s idiom data primarily comes from
two authoritative Korean linguistic resources.
First, "표준국어대사전"2 (the Standard Korean
Language Dictionary), compiled by the National
Institute of the Korean Language (NIKL), is one
of themost authoritative linguistic resources inKo-
rea. It contains approximately 510,000 entries, in-
cluding standard Korean, dialects, and North Ko-
rean vocabulary, providing a rich collection of id-
ioms and proverbs that serve as a fundamental ref-
erence for Korean language research and learn-
ing. Second, "우리말샘"3 (Urimalsam), an open
Korean linguistic database launched by NIKL in
2016, includes around 1.5 million lexical entries,
covering everyday expressions, regional dialects,
and specialized terminology. This database adopts
a participatory approach, allowing continuous ex-
pansion to reflect the evolving nature of the Ko-
rean language in contemporary society. These two
resources not only ensure high authority and ex-
tensive coverage but also provide a rich cultural
and linguistic foundation, making them essential
sources for constructing this dataset. The data col-
lection process is conducted manually, with all
idioms and their corresponding explanations ex-
tracted one by one from the aforementioned re-
sources by researchers. To ensure the representa-
tiveness and diversity of the dataset, we specifi-
cally focus on commonly used idioms in Korean
society. All collected idioms are reviewed by
experts in Korean Studies-related fields to verify
their actual frequency and prevalence in modern
Korean society. During the data collection pro-
cess, all idioms with multiple interpretations are

2https://stdict.korean.go.kr/main/main.do
3https://opendict.korean.go.kr/main

Similarity Range Cosine Similarity Interval
Range 1 0.50 – 0.60
Range 2 0.61 – 0.70
Range 3 0.71 – 0.80
Range 4 0.81 – 0.90

Table 2: Cosine similarity ranges for negative choices
selection

systematically recorded to account for their seman-
tic variability. This approach is adopted to ensure
comprehensive coverage, as many Korean idioms
exhibit polysemy, with meanings that shift depend-
ing on the contextual framework in which they are
used. As a result, the final dataset comprises 1,175
idioms, each accompanied by its respective inter-
pretations.

3.2.2 Data Cleaning
After collecting the data, we conduct a thorough
cleaning process to ensure consistency and accu-
racy. We remove unnecessary elements such as
unrelated numbers, extraneous parentheses, and
other irrelevant information that did not contribute
to the understanding of the idioms. Additionally,
we eliminate duplicate samples to maintain the
uniqueness of the dataset. In instances where an
idiom’s explanation referenced another idiom in-
stead of directly conveying its meaning, such as
"'간붓다'를속되게이르는말" (a vulgar expres-
sion for ’간붓다’),we replace these explanations
with the actual meaning of the idiom, "지나치게
대담해지다" (to become excessively bold). As
a result, each idiom is now presented with a clear
and self-contained definition.

3.2.3 Candidates Retrieval
The golden answer for each sample is based on the
dictionary definition, serving as the authoritative
interpretation of the idiom. To generate challeng-
ing distractor options, we utilize cosine similarity,
a widely used metric in natural language process-
ing that measures the semantic similarity between
text representations by computing the cosine of the
angle between two vectors. The cosine similarity
formula is as follows (Manning et al., 2008):

Cosine Similarity(A,B) =
A ·B

∥A∥∥B∥
(1)

where A and B represent the embedding vectors
of two idiom explanations, A · B denotes their
dot product, and ∥A∥∥B∥ is the product of their

https://stdict.korean.go.kr/main/main.do
https://opendict.korean.go.kr/main
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magnitudes. The similarity score ranges from −1
to 1, where 1 indicates identical meanings, 0 sug-
gests no correlation, and−1 represents completely
opposite meanings. In this research, we leverage
the pre-trained multilingual BERT model (bert-
base-multilingual-cased) (Devlin et al., 2019) to
generate embeddings for each idiom explanation.
Specifically, we extract the [CLS] token represen-
tation as the global semantic representation of each
sentence. We then compute the cosine similarity
between this representation and the embeddings
of all other idiom explanations in the dataset to
quantify their semantic proximity. To ensure a bal-
anced level of difficulty for distractor options, we
categorize cosine similarity values into four prede-
fined ranges, and one incorrect option is randomly
selected from each range (see Table 2). To prevent
language models from inferring the correct answer
based on the position of the options, the five candi-
date choices in each sample (including the golden
answer and four distractor options) are randomly
shuffled. This ensures that the model must ana-
lyze the meaning of each option comprehensively
rather than relying solely on positional cues. Us-
ing the above method, we generate five candidate
options for each idiom, with one being the golden
answer and the remaining four randomly selected
distractor options based on similarity intervals.

4 Experiments

4.1 Models
In this research, we evaluate several advanced
language models developed by OpenAI, includ-
ing GPT-4o, GPT-4o-mini, o1, o1-mini and o3-
mini (OpenAI, 2024b,c). GPT-4o is an en-
hanced version of GPT-4 that supports multi-
modal inputs (text, audio, image, and video) and
demonstrates significant improvements in process-
ing non-English languages. GPT-4o-mini is a
lightweight variant of GPT-4o, optimized for com-
putational efficiency while maintaining strong text
understanding and generation performance. o1
and o3-mini is a model specifically designed for
complex reasoning tasks, capable of performing
high-quality inference and enhancing depth of
thought through inference-time scaling and reflec-
tion. o1-mini is a streamlined version of o1, bal-
ancing reasoning capabilities with improved effi-
ciency. Additionally, to compare the performance
with international models, we test HyperClovaX
(Kim et al., 2021) a major Korean language model

Direct Prompt

다음은한국어관용구와이에대한다섯가지설
명입니다.
가장적합한정답을선택하고 A, B, C, D, E중하
나의글자만출력하세요.
(Below are a Korean idiom and five candidate mean-
ings. Select the most appropriate answer and output
only one letter from A, B, C, D, or E.)

관용구(Idiom): {idiom}
선택지(Options): {options_text}

정답이라고생각하는알파벳한글자 (A, B, C, D,
E중하나)만출력하세요. 예: A
(Output only the single letter (one of A, B, C, D, or
E) that you believe is correct. For example: A)

Figure 2: Direct prompting template used for idiom
comprehension evaluation

primarily trained on Korean-language data devel-
oped by Naver. By including HyperClovaX in
our experiments, we aim to assess how well spe-
cialized Korean models perform compared to Ope-
nAI’s multilingual models.
To evaluate the performance of large language

models in understanding Korean idioms, we em-
ploy two different prompting methods: Direct
Prompting and Chain-of-Thought (CoT) Prompt-
ing. In the Direct Prompting round, we provide
all the models with inputs containing idioms and
five candidate explanations, asking the models to
select the most appropriate meaning. The specific
prompt used in this process is shown in Figure 2.
Specifically, for GPT-4o, we further request the
model to provide a rationale for its chosen answer
to analyze its decision-making process. The pri-
mary goal of the Direct Prompting method is to
assess the models’ ability to comprehend and se-
lect answers based on semantics and context, with-
out explicit reasoning cues. To further evaluate
the models’ reasoning capabilities, we apply the
Chain-of-Thought Prompting method to different
models. In this method, we explicitly guide the
models through the problem-solving process by
providing step-by-step reasoning instructions be-
fore selecting the final answer. The aim of using
CoT prompting was to explore whether this tech-
nique could enhance the models’ performance in
understanding idioms (Kojima et al., 2022), partic-
ularly in tasks requiring deeper semantic compre-
hension and reasoning. The prompt used in this
process is shown in Figure 3.
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Chain-of-Thoughts Prompt

다음은한국어관용구와이에대한다섯가지설
명입니다.
당신은이문제를단계적으로생각해야하며답
이라고생각하는알파벳한글자(A, B, C, D, E중
하나)만출력하세요.
(Below is a Korean idiom and five descriptions re-
lated to it. You should analyze the problem step by
step and select the option that best fits the explana-
tion of the idiom. Output only a single letter (one of
A, B, C, D, or E) that you believe is the correct an-
swer.)

관용구(Idiom): {idiom}
선택지(Options): {options_text}

최종선택한답변을반드시대괄호로묶어서표
시하세요. 예를들어: [A]
(Enclose your final chosen answer in square brackets.
For example: [A])

Figure 3: Chain-of-Thought prompting template used
for idiom comprehension evaluation

4.2 Metrics
This study employs accuracy as the evaluation
metric to measure the models’ performance in un-
derstanding Korean idioms. Accuracy is defined
as the ratio of correctly predicted answers to the to-
tal number of test samples, calculated as follows:

Accuracy =
Number of Correct Predictions
Total Number of Samples

(2)
During the evaluation, the models are required

to select one answer from five candidate options
for each sample, where one is the golden answer
and the other four are incorrect options. The ac-
curacy score directly reflects the models’ ability
to understand the semantics of idioms and distin-
guish between similar options.

5 Results and Discussions

5.1 Overall Model Performance
The Direct Prompting results on the KIM bench-
mark reveal notable variations in model capabili-
ties for cross-cultural language understanding as
shown in Figure 4. The experimental data indi-
cate that full-scale models outperform their mini
counterparts; specifically, GPT4o and o1 achieved
accuracies of 87.32% and 89.02%, respectively,
while the mini versions GPT4o-mini and o1-mini
recorded only 80.85% and 70.55%. This pro-
nounced difference underscores the critical role of

0 25 50 75 100

o1-mini

GPT4o-mini

o3-mini

GPT4o

o1

HyperClovaX

70.55

80.85

86.72

87.32

89.02

90.38

Accuracy

Figure 4: Accuracies of Different Models under Direct
Prompting

model scale in capturing the complex semantic nu-
ances of idiomatic expressions, as larger models,
with their richer representations and enhanced rea-
soning capabilities, are better equipped to handle
ambiguous or abstract contexts. Moreover, the re-
sults highlight the significance of localized train-
ing data. HyperClovaX achieves the highest ac-
curacy of 90.38%, demonstrating that datasets en-
riched with Korean linguistic and cultural contexts
substantially improve the model’ s understanding
of Korean idioms.

5.2 Does chain-of-thought (CoT) help
LLMs’ Korean idiom understanding?

In recent years, Chain-of-Thought (CoT) prompt-
ing has been demonstrated to significantly en-
hance model performance in tasks requiring multi-
step reasoning, such as mathematical problem
solving, logical reasoning, and programming. For
instance, Wei et al. (2022) proposed Chain-of-
Thought Prompting and found that CoT substan-
tially improved LLMs’ performance in mathemat-
ical and commonsense reasoning tasks. How-
ever, as shown in Table 3, our experimental re-
sults indicate that after applying CoT, the accu-
racy of GPT4o-mini increased only slightly, from
80.85% to 81.45%, while that of o1-mini rose
modestly from 70.55% to 73.11%. For these
smaller-scale models, such limited improvement
suggests that CoT may provide a clearer reasoning
path, helping them better elucidate semantic clues
within abstract idioms; nevertheless, the overall
gains remain minimal. In contrast, both larger
general models (HyperClovaX, GPT4o) and spe-
cialized inference-oriented models (o1, o3mini)
showed performance degradation after employing
CoT. Specifically, among the general models,
HyperClovaX’s accuracy dropped significantly
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Model Accuracy (w/o CoT) Accuracy (w/ CoT) Difference (Δ)
GPT4o-mini 80.85 81.45 +0.60
o1-mini 70.55 73.11 +2.56
GPT4o 87.32 86.47 -0.85
HyperClovaX 90.38 83.83 -6.55
o1 89.02 83.66 -5.36
o3-mini 86.72 76.68 -10.04

Table 3: Accuracy comparison with and without Chain-of-Thought (CoT) in Korean IdiomMatching. The highest
value in each column is bolded, and the lowest is underlined.

from 90.38% to 83.83%, while GPT4o decreased
slightly from 87.32% to 86.47%. The inference-
oriented models experienced even greater de-
clines: o1 fell from 89.02% to 83.66%, and o3mini
exhibited a dramatic decrease from 86.72% to
76.68%. These results suggest that for models al-
ready possessing strong semantic representations
or established logical reasoning capabilities, addi-
tional CoT processes might introduce redundant
analysis or reasoning noise, disrupting their orig-
inal efficient matching mechanisms or internal in-
ference pathways. Particularly, inference-oriented
models, which inherently include explicit reason-
ing mechanisms, could accumulate additional er-
rors or irrelevant information due to the extra
CoT steps, thereby significantly reducing accu-
racy. We hypothesize that the Korean idiom-
matching task differs fundamentally from typical
logical reasoning tasks, relying more heavily on
cultural background knowledge, contextual appro-
priateness, and quick recognition of fixed expres-
sions rather than explicit multi-step logical deduc-
tions. Thus, CoT did not produce the anticipated
positive effects in this task; instead, it sometimes
negatively impacted performance, especially for
models already equipped with robust semantic or
inference capabilities, and yielded only slight ben-
efits for smaller-scale models.

5.3 What types of errors occur in model
responses to Korean idiom test?

We conduct a detailed error analysis of the mod-
els in the Korean idiom matching task, with a
focus on comparing the performance of the lo-
cal Korean model HyperClovaX and the global
model GPT4o under Direct Prompting. Based
on our observations, we categorize the errors into
five types: Surface-Level Idiomatic Misinterpreta-
tion, Complete Lack of Understanding of Idioms,
Breakdown in Logical Process, Nuance Differen-

Figure 5: Error Type Distribution Comparison: Global
Model (GPT-4o) vs. Local Model (HyperClovaX)

tiation Error, and Instruction Intent Misinterpreta-
tion. The first type, Surface-Level Idiomatic Mis-
interpretation, refers to instances where the model,
despite understanding the basic meaning of a term,
relies solely on its superficial features to make ran-
dom guesses, resulting in semantic misinterpreta-
tions. The second type, Complete Lack of Under-
standing of Idioms, is characterized by the model’
s failure to grasp the true meaning of idiomatic ex-
pressions, sometimes producing hallucinated ex-
planations. The third type, Breakdown in Logical
Process, indicates that even when the model cap-
tures the correct semantic clues, it may ultimately
select an incorrect answer due to breaks in the rea-
soning chain or the accumulation of noise. In ad-
dition, Nuance Differentiation Error occurs when
themodel struggles to differentiate between highly
similar options, while Instruction Intent Misinter-
pretation arises from a misinterpretation of the in-
put prompt, causing a failure to accurately capture
the intended task requirements. We also compared
the proportion of errors made by the global model
GPT-4o and the local model HyperClovaX, as il-
lustrated in Figure 5. Overall, both models face
significant challenges in understanding Korean id-
ioms in the matching task. Among the error types,
Complete Lack of Understanding of Idioms has
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the highest proportion, at 66.7% for GPT4o and
68.1% for HyperClovaX, indicating clear deficien-
cies in capturing the intrinsic meanings of idioms.
Additionally, the Surface-Level Idiomatic Misin-
terpretation error is also quite common, account-
ing for 29% of errors in GPT4o and 23% in Hy-
perClovaX. This suggests that when processing
Korean idioms, both models tend to rely on super-
ficial cues andmake arbitrary inferences, failing to
grasp the deeper cultural connotations. In contrast,
the rates of Breakdown in Logical Process and Nu-
ance Differentiation Error are relatively low, at
1.2% and 3.1% for GPT4o, and 7.1% and 0.9%
for HyperClovaX, respectively; furthermore, in
terms of Instruction Intent Misinterpretation, both
models remain at extremely low levels (0% for
GPT4o and 0.9% for HyperClovaX), indicating
that they are generally capable of understanding
the input instructions correctly. When compar-
ing the two models, several notable differences
emerge. Although both models display similar
fundamental difficulties in idiom comprehension,
GPT4o demonstrates greater stability in its reason-
ing process, with a Breakdown in Logical Process
rate of only 1.2% compared to HyperClovaX’ s
7.1%, reflecting the global model’s advantage in
handling complex reasoning tasks. At the same
time, GPT4o exhibits a slightly higher error rate in
Surface-Level Idiomatic Misinterpretation (29%
versus HyperClovaX’s 23%), indicating a greater
tendency to rely on superficial cues when process-
ing ambiguous information. Conversely, Hyper-
ClovaX performs better in differentiating subtle
expressions, with a ”Nuance Differentiation Error”
rate of only 0.9%, far lower than GPT4o’s 3.10%.
In general, while GPT4o excels in internal reason-
ing stability, HyperClovaX shows an advantage in
capturing subtle linguistic nuances.

5.4 To what extent do humans outperform
language models in understanding
Korean idioms?

To compare human and model performance, we
randomly selected 50 Korean idiom comprehen-
sion questions from our constructed benchmark
and invited 20 native Korean speakers to answer
them. The results showed that the average accu-
racy of the native speakers was 91.3%. Mean-
while, among several language models we tested,
the best performer is HyperClovaX with an ac-
curacy of 90.38%. This result indicates that our

benchmark is highly challenging. The questions
widely involve semantic ambiguities, cultural allu-
sions, and metaphorical expressions, which place
high demands on the participants’ language com-
prehension and cultural background knowledge.
Therefore, even among native speakers, the aver-
age accuracy did not exceed 95%, demonstrating
a certain degree of cognitive challenge. Moreover,
despite the inherent difficulty of the questions, the
best-performing model, HyperClovaX, only 0.92
percentage points lower than that of the native
speakers. This data reflects that in handling Ko-
rean idiom comprehension tasks, which are both
highly complex and context-dependent, the perfor-
mance of current domestic models is very close to
that of native speakers, and their understanding of
idioms is steadily approaching human levels.

6 Conclusion

This paper presents KIM Bench, a novel bench-
mark specifically designed to evaluate LLMs’ abil-
ity to understand Korean idioms. Our experiments
encompass global models from the OpenAI series
as well as the Korean native model HyperClovaX
and reveal several key findings. First, larger-scale
models perform better on this task, indicating that
model scale plays a significant role in capturing
the subtle nuances of complex semantics. Sec-
ond, localized training data is crucial in enhancing
the understanding of culturally characteristic ex-
pressions. Third, our analysis of CoT prompting
shows that, in the idiom matching task, CoT may
introduce unnecessary noise that, in some cases,
reduces model performance, likely because this
task relies more on understanding cultural back-
ground and sensitivity to contextual cues. Further-
more, detailed error analysis indicates that both
global and native models exhibit issues, including
superficial comprehension errors and a failure to
accurately capture the deeper, context-dependent
meanings of idioms. These findings not only high-
light the inherent challenges of cross-cultural lan-
guage evaluation but also underscore the impor-
tance of developing benchmarks that accurately re-
flect the subtle nuances of language and culture. In
general, KIM Bench provides a challenging tool
for assessing models’ ability to understand Korean
idioms and offers a new perspective for further re-
search into culturally nuanced language process-
ing.
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Limitations

There is a limitation regarding the scope of model
evaluation in this study. The experiments only
included some global models and the Korean na-
tive model HyperClovaX, without covering other
types or scales of language models. This lim-
itation restricts a comprehensive assessment of
LLMs’ cross-cultural understanding capabilities
and may not fully reflect the performance differ-
ences across various model architectures and sizes
in handling culturally relevant tasks.
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