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Abstract

Text Simplification (TS) can adapt educational
content to learners’ proficiency levels. In read-
ing comprehension questions, passage com-
plexity directly affects the question difficulty;
thus, TS could enable automatic question adap-
tation by generating multiple versions of a read-
ing passage. However, despite the potential of
TS and its applications in other domains, the
feasibility, reliability, and robustness of TS for
question adaptation remains unexplored. In
this paper, we conduct the first evaluation of
LLMs for CEFR targeted text simplification
aimed at question adaptation. Specifically, we
investigate whether LLMs can perform CEFR-
targeted text simplification and how this affects
question answerability. Evaluating four LLMs
on two English learning datasets, we show that
they can mostly perform targeted simplifica-
tion with readability values correlating with
reference CEFR levels, but alignment is imper-
fect. Crucially, the simplified texts generally
preserve the information needed to for ques-
tion answering, and questions associated with
texts simplified at lower levels show reduced
difficulty in virtual pretesting. These prelimi-
nary findings show the potential of LLMs for
educational content adaptation, but practical de-
ployment will need improved CEFR alignment.

1 Introduction

Text Simplification (TS) improves the the acces-
sibility of content for populations with limited lit-
eracy and non-native speakers (Al-Thanyyan and
Azmi, 2021) in domains such as medicine (Ong
et al., 2007; Segura-Bedmar and Martínez, 2017),
law (Bouayad-Agha et al., 2009), and others. In
educational assessment, TS can ensure that exams
evaluate subject mastery rather than language pro-
ficiency, which is particularly important in high-
stakes exams where the effects of question word-
ings must be minimised (Yaneva et al., 2019). Also,
TS can be used to adapt material to each student’s

skill, using the zone of proximal development con-
cept (Shabani et al., 2010). This work focuses
on question adaptation for reading comprehension
questions, whose difficulty heavily depends on the
complexity of the reading passage (Benedetto et al.,
2023; Huang et al., 2018; Benedetto et al., 2020).
Thus, generating multiple versions of the same pas-
sage at different levels could enable difficulty adap-
tation of existing questions.

Language proficiency in education is typically
measured with scales such as the Common Eu-
ropean Framework of Reference for Languages
(CEFR). CEFR-targeted TS would potentially al-
low precise question adaptation – for instance, B2-
level questions could be adapted to B1 learners by
simplifying the associated passages. Notably, dif-
ferent question types target different proficiency di-
mensions and simplification may not work equally
well on all of them (e.g., at different levels of
Bloom’s Taxonomy (Bloom et al., 1964)), and ex-
cessive simplification risks removing information
needed to answer questions. As the first study on
this task, we do not focus explicitly on different
questions types, but study overall feasibility.

We address the following research questions. i)
Can LLMs simplify reading passages to specific
CEFR levels, and how do different LLMs perform?
ii) How does TS affect the answerability of the
associated Multiple-Choice Questions (MCQs)?
iii) Are LLMs a promising avenue towards Text
Simplification for question adaptation?

Experimenting with both proprietary and open-
weight models, we find that most models can
indeed perform zero-shot CEFR-targeted simpli-
fication. However, while readability values of
the simplified texts correlate with reference val-
ues, alignment with CEFR levels remains imper-
fect. Most of the simplified texts preserve the in-
formation needed to answer the associated ques-
tions, and the questions associated with lower level
texts show lower difficulty from virtual pretest-
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ing. Our findings suggest that LLMs are a promis-
ing avenue towards text simplification for ques-
tion adaptation, although more work should fo-
cus on improved alignment with the CEFR scale.
Code, output, and additional material is available
at https://github.com/lucabenedetto/cef
r-text-simplification-llms.

2 Related Works

This paper builds upon the recent line of work in
LLM-based Text Simplification (Al-Thanyyan and
Azmi, 2021; Cripwell et al., 2023; Feng et al., 2023;
Jamet et al., 2024). We draw particular inspiration
from Kew et al. (2023) and their approach to bench-
marking LLMs on text simplification; however, we
focus specifically on TS for question adaptation in
language learning, rather than general TS.

Also, our work is closely related to previous re-
search on controllable TS, in particular the work by
Farajidizaji et al. (2024). However, there are two
significant differences: we target specific CEFR
levels rather than readability scores, and we eval-
uate the impact that text simplification has on the
questions associated with the reading passage.

Our focus on educational assessment and ques-
tion adaptation connects with previous literature
on question evaluation and question difficulty esti-
mation from text (AlKhuzaey et al., 2021). More
specifically, previous research explored the rela-
tionship between the complexity of a reading pas-
sage and the difficulty of the associated questions
(Benedetto et al., 2023; Huang et al., 2018). These
studies serve as motivation to this paper and sup-
port our hypothesis that simplifying reading pas-
sages can systematically control question difficulty.

3 Methodology

3.1 Prompting Strategy

We experiment with four zero-shot prompts across
two templates, which differ in their simplification
approach: i) template a provides a direct instruction
to perform text simplification, ii) template b is a
persona-based prompt (Lee et al., 2023) where the
LLM acts as a “skilled English teacher”. Each tem-
plate has two versions: with and without explicit
CEFR level descriptors from the council of Europe
website.1 The prompts and the CEFR descriptors
used are available in the additional material.

1www.coe.int/en/web/common-european-framework
-reference-languages/table-1-cefr-3.3-common-ref
erence-levels-global-scale

3.2 Evaluation Framework
For evaluation purposes, we combine standard met-
rics from text simplification and metrics related to
our specific objective of question adaptation.

Readability Assessment. We study whether
simplified texts achieve appropriate difficulty lev-
els using eight readability indexes, following es-
tablished practices in TS (Kew et al., 2023). We
consider readability indexes previously used in text
simplification and educational assessment litera-
ture: (Benedetto, 2023; Kew et al., 2023; Huang
et al., 2018): Automated Readability Index (Sen-
ter and Smith, 1967), Coleman-Liau Index (Cole-
man, 1965), Dale-Chall Readability Score (Dale
and Chall, 1948), Flesch Reading Ease (Flesch,
1948), Flesch-Kincaid Grade Level (Kincaid et al.,
1975), Gunning FOG Index (Gunning, 1952), Lin-
sear Write Formula (Klare, 1974), and SMOG In-
dex (Mc Laughlin, 1969). More specifically, we
compare the readability distribution of the simpli-
fied texts and of the (human curated) passages at
different CEFR levels using Earth Mover’s Dis-
tance2 to quantify text simplification alignment.

Question Answerability. To assess whether text
simplification preserves the information needed for
answering the associated comprehension questions,
we measure the answerability of the reading com-
prehension questions when using both the original
and the simplified passages. We do this by prompt-
ing GPT-4o to answer the multiple-choice ques-
tions using the two versions of the reading passage
and analyse changes in accuracy as indicators of
information loss during text simplification.

Vocabulary Alignment. Lastly, to evaluate the
lexicon used in simplified texts, we use the CEFR-
J vocabulary list,3 which provides (manually cu-
rated) lists of words that are suitable for learners of
different CEFR levels. By analysing whether sim-
plified texts use vocabulary at the appropriate levels
– and comparing their distributions with the refer-
ence datasets – we can evaluate whether LLMs can
adapt lexical choices to target proficiency levels.

3.3 Experimental Datasets
Cambridge English Readability Dataset
(CERD). It contains 331 reading passages from
Cambridge English Exams spanning A2-C2 CEFR
levels (Xia et al., 2016). The dataset4 provides the

2https://docs.scipy.org/doc/scipy/reference/g
enerated/scipy.stats.wasserstein_distance.html

3github.com/openlanguageprofiles/olp-en-cefrj
4Available at: ilexir.co.uk/datasets/index.html

https://github.com/lucabenedetto/cefr-text-simplification-llms
https://github.com/lucabenedetto/cefr-text-simplification-llms
www.coe.int/en/web/common-european-framework-reference-languages/table-1-cefr-3.3-common-reference-levels-global-scale
www.coe.int/en/web/common-european-framework-reference-languages/table-1-cefr-3.3-common-reference-levels-global-scale
www.coe.int/en/web/common-european-framework-reference-languages/table-1-cefr-3.3-common-reference-levels-global-scale
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.wasserstein_distance.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.wasserstein_distance.html
github.com/openlanguageprofiles/olp-en-cefrj
ilexir.co.uk/datasets/index.html
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expert-curated CEFR level of each reading passage,
thus enabling the evaluation of text simplification
against this reference. Distribution across CEFR
levels is fairly balanced, with 71 reading passages
from level B2 (the most represented in the dataset)
and 60 for level B1 (the least frequent).

Cambridge MCQs Reading Dataset (Cam
MCQ). Released by Cambridge University Press
& Assessment (Mullooly et al., 2023),5 it contains
120 reading passages targeting learners at B1-C2 of
the CEFR. Each reading passage is associated with
one or more Multiple Choice Questions (MCQs),
for a total of 795 MCQs. This dataset enables our
question answerability evaluation, since it provides
both the passages and the comprehension questions
(also, the CEFR levels associated with each text en-
able the readability-based evaluation, similarly to
CERD). The target CEFR levels are not uniformly
distributed, with B2 being the most frequent (422
questions from 58 passages) and C2 the least fre-
quent (62 MCQs from 9 reading passages).

3.4 Models

We experiment with four LLMs, considering both
commercial and open-weights models: GPT-4o
and GPT-4o-mini6 from OpenAI (specifically using
gpt-4o-2024-08-06 and gpt-4o-mini-2024-07-18),
Google’s Gemma 7B (Gemma Team and Deep-
Mind, 2024) and Meta’s Llama 3 8B (Meta, 2024).
For the open-weight models we use the weights
of the instruction-tuned versions available via the
HuggingFace transformers library (Wolf et al.,
2020): google/gemma-7b-it, and meta-llama/Meta-
Llama-3-8B-Instruct.

For all models we use zero-shot prompting with
identical instruction, adapted for model-specific
formatting if needed (e.g., <|begin_of_text|>
for Llama 3 8B). We do not perform any fine-
tuning, use the default temperature settings and
limit the outputs to 1000 tokens, which is sufficient
for the reading passages considered in this study.

4 Results and Discussion

4.1 Usability of LLM Output

Before diving into the evaluation on simplification,
we measure whether the LLMs successfully follow
the given instructions, and observe that all four

5Available upon request at englishlanguageitutoring
.com/datasets/cambridge-multiple-choice-questio
ns-reading-dataset

6platform.openai.com/docs/models/gpt-4o-mini

Prompts
Model a.1 a.2 b.1 b.2 µ
Gemma 7B 3.2 3.1 17.7 24.8 12.2
Llama 3 8B 42.4 36.0 71.6 60.3 52.6
GPT-4o-mini 0.2 0.3 0.5 0.6 0.4
GPT-4o 0.1 0.1 1.2 1.3 0.7

Table 1: Average length (in number of words) of the
overhead text added by each LLM. Results are averaged
across both datasets and all target CEFR levels.

models do indeed produce text which is usable
for text simplification. GPT models occasionally
fail to follow instructions (on average, 0.2% of
the times for GPT-4o-mini and 0.3% for GPT-4o),
while open-weight models in this setup show near
perfect instruction following.

However, the models differ significantly in ver-
bosity:7 Table 1 shows that Llama 8B is particu-
larly verbose and produces texts with 52 words of
overhead on average, which requires a significant
amount of post-processing.8 On the other hand,
GPT models are the least verbose, generally pro-
viding at most a minimal and consistent header
(“Text:”), and Gemma 7B is in between, generally
using a very short header (“**Simplified Text:**”)
but more verbose responses on occasions.

4.2 Readability Evaluation
Main takeaway: Llama 3 8B and the GPT mod-
els successfully performed TS, but tend to over-
simplify texts, specifically at higher CEFR levels.

Our evaluation is based upon eight readability
indexes (§3.2), and we study how the values for
the simplified texts align with the readability of the
reference data at different CEFR levels. We find
that the eight indexes follow similar patterns, thus
we show in the main body of text only the ARI
(Automated Readability Index) as representative
(all are available in the additional material).

As a reference, we measure the ARI of the texts
in the original datasets, separately for each (expert-
curated) CEFR level, and show their distribution
in Figure 1. As expected, ARI values increase
for higher CEFR levels and there are particularly
visible steps from A2 to B1 and from B2 to C1.

Figure 2 shows the ARI distributions for the texts
simplified by each model, showing on the horizon-

7We define verbosity as the average difference between the
overall length of the responses and the length of the simplified
passage (i.e., verbosity is the length of the overhead text). Sim-
plified texts are extracted automatically with manually curated
regular expressions (available in the additional material).

8It provides descriptions of what it did (e.g., “I simplified
the text by: ...”), and to use very different wording.

englishlanguageitutoring.com/datasets/cambridge-multiple-choice-questions-reading-dataset
englishlanguageitutoring.com/datasets/cambridge-multiple-choice-questions-reading-dataset
englishlanguageitutoring.com/datasets/cambridge-multiple-choice-questions-reading-dataset
platform.openai.com/docs/models/gpt-4o-mini
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Figure 1: Distribution of the ARI for different CEFR
levels in the experimental datasets.

tal axis the target level and on the vertical axis the
ARI. Notably, the different prompts we experiment
with do not seem to lead to significant differences.
Llama 3 8B and the GPT models produce the most
promising results, showing increasing ARI values
for higher CEFR levels, although without the step-
like behaviour visible in reference data (Figure 1).
However, even though the median ARI for the texts
simplified at A2 level is in line with the reference
value, the values for higher CEFR levels (in par-
ticular C1) are lower than the reference ones, sug-
gesting that the LLMs tend to over-simplify the
reading passages. On the other hand, Gemma 7B
has overall poor performance: it produces texts at
similar readability levels regardless of the target
CEFR, and there is a consistent drop between the
ARI at level B2 and C1, which is incorrect.

Table 2 quantifies these observations using Earth
Mover’s Distance (EMD, a.k.a. Wasserstein Dis-
tance) between the ARI distributions of the sim-
plified and reference texts; lower values indicate
better alignment.9 The table shows that Llama 3
8B mini consistently performs as one of the best
models, if not the best, followed by GPT-4o-mini
and GPT-4o. Gemma 7B performs particularly
well for level B1 (with prompts b.*) and B2, but
very poorly for the others, thus suggesting that it
mostly produces texts at B1-B2 levels regardless
of the request, in line with the results shown in
Figure 2. All models show larger EMD values for
target C1, thus supporting the intuition that they
tend to oversimplify the texts. As for the different
prompts, there seem to be no significant differences
in performance.

9Please note that the datasets do not provide the same texts
at different levels of the CEFR, thus we cannot compare the
simplified texts with a gold reference simplification.

Model Prompt EMD (ARI)
A2 B1 B2 C1

Gemma 7B a.1 1.92 1.40 0.53 3.98
a.2 1.58 1.56 0.61 4.12
b.1 2.61 0.88 0.53 3.00
b.2 2.42 0.86 0.47 3.24
µ 2.13 1.17 0.53 3.58

Llama 3 8B a.1 0.92 1.73 0.27 1.94
a.2 0.85 1.75 0.21 1.32
b.1 0.87 1.65 0.28 1.95
b.2 0.55 1.55 0.39 1.04
µ 0.80 1.67 0.29 1.56

GPT-4o-mini a.1 1.21 0.81 0.71 1.29
a.2 1.11 0.87 0.80 1.05
b.1 1.37 0.84 0.55 1.49
b.2 1.01 1.08 0.62 1.28
µ 1.11 0.90 0.67 1.28

GPT-4o a.1 1.17 1.07 0.46 2.23
a.2 1.62 1.20 0.55 2.00
b.1 1.18 1.00 0.46 2.16
b.2 0.83 1.30 0.45 1.86
µ 1.2 1.14 0.48 2.06

Table 2: Earth Mover’s Distance (EMD) between the
distribution of the ARI in the simplified texts and in the
reference texts, separately for each model-prompt pair.
Results are aggregated for the two datasets; in bold the
three best results for each target CEFR level.

4.3 MCQ Answerability
Main takeaway: Text simplification appears to
reduce question difficulty as hypothesised, but
over-simplification reduces question answerabil-
ity (likely due to information removal).

We evaluate10 MCQ answerability by using GPT-
4o to answer MCQs using both the simplified texts
and the original ones, since Question Answering
(QA) accuracy variations can provide insight into
how text simplification affects the answerability of
the items. The complete results are presented in
Table 3, which shows in the first two rows the QA
accuracy i) of the of the random baseline (25%),
and ii) of GPT-4o when using the original texts.
Notably, the accuracy drops significantly compared
to the original texts (from 89-97% to 56-87%, de-
pending on model and level); this might indicate
that text simplification consistently removes infor-
mation needed for some questions,11 but might also
be due to text contamination since we are using a
public dataset (GPT-4o might have been trained on
the original texts and seen the text/question pairs).

Focusing on the questions which are still an-
swerable, QA accuracy decreases as target CEFR
level increases (with the exception of A1). This

10The CERD dataset does not provide questions, hence we
perform this evaluation on Cam MCQ only.

11Possibly due to the tendency to over-simplify the texts, or
to text simplification not being possible for all question types.
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Figure 2: Boxplots showing the distribution of the ARI (Automated Readability Index) for the texts simplified with
the four LLMs and the different prompts; the x-axes indicate the target CEFR level, the (shared) y-axis the ARI.
Each column shows an LLM, and each row one of the prompts. The results for the two datasets are aggregated.

Model Pr. QA Accuracy
A1 A2 B1 B2 C1

Random - .25 .25 .25 .25 .25
Reference - n/a n/a .97 .92 .89
Gemma 7B a.1 .68 .70 .65 .60 .57

a.2 .66 .69 .64 .61 .58
b.1 .72 .70 .66 .60 .56
b.2 .69 .72 .67 .61 .58
avg .69 .70 .65 .60 .57

Llama 3 8B a.1 .73 .75 .71 .62 .57
a.2 .72 .75 .72 .61 .58
b.1 .71 .74 .71 .62 .59
b.2 .70 .74 .71 .60 .58
avg .71 .74 .71 .61 .58

GPT-4o-mini a.1 .81 .86 .81 .65 .59
a.2 .82 .83 .82 .65 .59
b.1 .82 .87 .81 .64 .58
b.2 .82 .84 .80 .64 .58
avg .82 .85 .81 .64 .58

GPT-4o a.1 .81 .84 .79 .64 .61
a.2 .76 .83 .80 .65 .61
b.1 .79 .85 .80 .64 .58
b.2 .77 .84 .79 .63 .57
avg .78 .84 .79 .64 .59

Table 3: Results of the answerability evaluation; we
report the accuracy obtained by GPT-4o in answering
the MCQs using the simplified texts as reading passages
(separately for different target CEFR levels and overall).

consistent decrease suggests that, as hypothesised,
question difficulty might be controlled with text
simplification, but caution is required due to the
risk of over-simplification. Indeed, the lower accu-
racies observed on texts simplified at higher CEFR
levels are unlikely due to answer-removal from
simplification (since the texts are longer), while the
lower accuracy at target level A1 is likely due to
over-simplification (because the simplified texts are
very short). Considering different models, the text
simplified with the two GPT models lead to higher
QA accuracy (more often for the mini version),
which suggests better simplification capabilities.12

4.4 Word-list Evaluation

Main takeaway: Most models can adapt vocabu-
lary to target CEFR levels, with GPT models and
Llama 3 8B performing best, but underuse high-
level words in high-level texts.

Using the expert-curated CEFR-J vocabulary list,
we analyse whether the models adjust their vocab-
ulary to different CEFR target levels. Similarly
to what we did for the ARI in §4.2, we construct

12Although it is worth noting that it might also be due to the
fact that we use GPT-4o for question answer, and a different
LLM should be tested to further support this claim.



155

A1 A2 B1 B2 C1 C2
Level of the text

10 4

10 3

10 2

10 1

100
Fr

eq
ue

nc
y 

(lo
g 

sc
ale

)

A1 A2 B1 B2 C1 C2
Level of the text

0.0

0.2

0.4

0.6

Fr
eq

ue
nc

y 
(li

ne
ar

 sc
ale

)

A1
A2
B1

B2
C1
C2

Figure 3: Frequency of words from different levels
of the CEFR-J word lists in texts of different manual-
curated CEFR levels (x-axis). We show the frequency
in log scale (on the left) and linear scale (on the right).

a baseline by evaluating how the distribution of
words from the vocabulary list varies depending
the true CEFR level of the reading passages (as de-
fined in the datasets), and show this in Figure 3.13

The images show that words from lower levels are
the most common across levels; the frequency of
A1-level words slightly decreases for higher levels,
while words associated with advanced CEFR levels
get more frequent in higher levels (this is especially
visible for words from levels C1 and C2).

Table 4 shows in detail word frequency distribu-
tion across levels. Gemma performs poorly, con-
sistently overusing C1 and C2 level words regard-
less of target level. In contrast, GPT models and
Llama 3 8B show vocabulary distributions closer to
the reference values, though underusing C1-level
words in C1 targeted texts, thus suggesting again
over-simplification.

5 Conclusions and Future Works

We performed a first evaluation of the Text Sim-
plification (TS) capabilities of LLMs for CEFR-
targeted question adaptation in educational assess-
ment, and studied how this impacts the answer-
ability of reading comprehension MCQs. We
found that Llama 3 8B, GPT-4o, and GPT-4o-mini
can simplify texts at different readability levels
and use a different vocabulary depending on the
target CEFR level; however, CEFR-alignment is
quite challenging, in line with previous research
(Benedetto et al., 2025). TS hinders the answer-
ability of some questions, but most can still be
correctly answered by a QA model (in our case,
GPT-4o). We also see a trend of decreasing QA
accuracy for passages simplified at higher CEFR
levels, thus supporting the possibility of question
adaptation by TS. GPT models are not clearly bet-
ter than Llama 3 8B, but are much less verbose,

13We use the frequency instead of the number of occur-
rences to account for the fact that higher-level texts are longer.

Target CEFR for TS
Model A1 A2 B1 B2 C1
Reference - .67 .62 .61 .56
Gemma 7B .62 .60 .59 .57 .60

A
1 Llama 3 8B .65 .64 .62 .59 .58

GPT-4o .63 .62 .60 .57 .57
GPT-4o-mini .64 .63 .61 .58 .57
Reference - .12 .17 .16 .16
Gemma 7B .14 .15 .15 .15 .15

A
2 Llama 3 8B .13 .13 .14 .15 .16

GPT-4o .12 .14 .15 .16 .16
GPT-4o-mini .13 .14 .15 .16 .16
Reference - .51 .73 .82 .90
Gemma 7B .71 .76 .80 .86 .85
Llama 3 8B .63 .68 .75 .86 .94
GPT-4o .60 .68 .77 .86 .92

B
1

(×
1
0
1
)

GPT-4o-mini .61 .67 .75 .84 .92
Reference - .42 .46 .60 .69
Gemma 7B .54 .57 .61 .66 .66
Llama 3 8B .52 .55 .58 .63 .68
GPT-4o .44 .48 .53 .58 .61

B
2

(×
1
0
1
)

GPT-4o-mini .48 .51 .55 .61 .64
Reference - .28 .28 .51 1.52
Gemma 7B .60 .70 .84 1.14 .81
Llama 3 8B .40 .42 .51 .71 .82
GPT-4o .37 .39 .51 .71 .67

C
1

(×
1
0
2
)

GPT-4o-mini .36 .37 .45 .60 .65
Reference - .09 .05 .12 .27
Gemma 7B .15 .18 .21 .34 .44
Llama 3 8B .06 .06 .08 .14 .29
GPT-4o .06 .07 .10 .15 .26

C
2

(×
1
0
2
)

GPT-4o-mini .06 .07 .09 .13 .24

Table 4: Frequency (in %) of words from different
CEFR levels (the horizontal blocks) in texts simplified
at different CEFR levels (the columns). In bold are
the best performing models (i.e. closest to the human-
curated reference). The ‘×10x’ indicate that the values
have been multiplied by 10x to improve readability (e.g.,
.92 in block B1 indicates a frequency of 0.092%).

which makes post-processing easier; also, there is
not a clear advantage of GPT-4o over GPT-4o-mini.

Future work will focus on improving the evalua-
tion, working towards a framework similar to the
ones proposed by Kew et al. (2023) but specific for
TS for question adaptation. Additional metrics will
be based on CEFR classification, and EGP tagging
(O’Keeffe and Mark, 2017), to better study align-
ment with target CEFR levels. Also, while we are
using GPT-4o for the answerability evaluation, fu-
ture work should better study the correlation with a
manual evaluation, possibly focusing separately on
different types of questions. Lastly, future works
could focus on the simplification models, working
on the pedagogical alignment of LLMs (in terms
of teaching them the CEFR), fine-tuning (large or
small) language models for CEFR-targeted simpli-
fication, or leveraging in-context learning for trying
to generate better simplifications.
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