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Abstract

A focused conversational assistant (FCA) real-
izes human-computer interaction bounded in
a predefined scope of operation. With the ad-
vent of large language models (LLMs), it has
become imperative to integrate them in conver-
sational assistants (CAs). However, an LLM
can become largely inaccurate in an FCA with
multiple responsibilities, like information ex-
traction, scope adherence and response genera-
tion. In this paper, we attempt to use an LLM
for an FCA while constricting the scope of op-
eration and maintaining a guided flow of con-
versation. We present a strategical combination
of discriminative Al methods and generative
Al models. Our methodology includes (i) a
component of natural language understanding
(NLU) operating discriminatively, (ii) a con-
ditional intent-based routing of user messages
to appropriate response generators, and (iii) re-
sponse generators which are either custom ones
or open sourced LLMs. The collation of these
three strategies realizes a hybrid Al system, as-
sisting FCA with adhering to the defined scope,
maintaining context and dialogue flow.

1 Introduction

Conversational assistant (CA) is a prominent
choice of human-computer interaction in natural
languages, and focused conversational assistants
(FCA) have been an integral part of enterprise com-
munication. The FCAs should operate in a dedi-
cated fashion within the business’s operating do-
main. Traditionally, CAs were developed using
rule-based techniques, which made them very rigid
in their operation (Caldarini et al., 2022).
Discriminatively trained process pipelines for
CA became popular, when transformers were de-
veloped for efficient text embedding (Vaswani et al.,
2017). Several variations of the BERT models con-
tributed to natural language understanding (NLU)
for CAs (Devlin et al., 2019; Liu et al., 2019; Lan
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et al., 2020; Sanh et al., 2019). Furthermore, re-
sponse generation in CA used natural language
generation (NLG) with models such as GPT or
BART (Radford et al., 2018; Lewis et al., 2019).

With increase in efficiency of large language
models (LLMs), a shift is seen in response gen-
eration for CAs. The contribution of LLMs to
CAs largely depends on design architecture and
use cases. In the retrieval augmented generation
(RAG), the retrieval mechanism narrows down the
information-space for generative models, enabling
them in generating accurate responses grounded
in data (Lewis et al., 2020). This works well for
a question-answering (QA) system. However, it
is difficult in RAGs to maintain a natural flow of
conversation or implement a guided dialogue flow
for FCAs (Caldarini et al., 2022).

Another way of incorporating LLMs in CAs is to
fine-tune them (Brown et al., 2020). This involves
training the LLM on a dataset from the target do-
main, for improving its understanding of the do-
main. However, despite the language proficiency,
the integration of LLMs in CAs is not straightfor-
ward. Under confusing prompts or under-tuning,
they create hallucinations and lose control over di-
alogue flow (Dziri et al., 2022).

From the perspective of a business entity, partic-
ularly for automating their customer assistance, the
focused behavior of CA is nonnegotiable. Here, the
conversation between a customer and CA should
adhere to the purpose of delivering a particular
service to the user. Furthermore, the appropriate-
ness of responses from CA, in terms of mention-
ing competing brands, providing incorrect financial
or health advises, infeasible promises, etc., is ex-
tremely crucial for brand reputation. The CAs de-
veloped using the aforementioned implementations
with LLMs, do not address the dedicated nature
of the conversations required for FCA (Dziri et al.,
2022).
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In this paper, we study a hybrid strategy for FCA,
leveraging generative and discriminative Al meth-
ods working in synergy. This strategy includes
methods based on information retrieval from data,
followed by LLM for response generation. We
trained an NLU system for intent and entity recog-
nition from user messages. Our study also include
a dialogue management system that predicts next
action to take, based on the information retrieved
by NLU. All the out-of-scope queries are strictly
relegated out of the system, maintaining the scope
of FCA. A similar strategy for controlling scope
and generating context-rich responses was studied
in (Vijayan and Dhavalikar, 2024). In contrast with
the methodology proposed there, we investigated
the revision of behavior of FCA based on the per-
sona of users of CAs, to prevent data leakage. We
have also done on-premise deployment of open
sourced (OS) LLMs for addressing data privacy
concerns.

The rest of the paper is organised as follows: Sec-
tion 2 discusses an FCA with a carefully chosen
case study. Section 3, explains the hybrid solution
for FCA. In Section 4 we discuss the experimenta-
tion performed to analyze the use of hybrid Al for
FCA. Section 5 summarises our contributions.

2 Focused Conversational Assistant

An enterprise-FCA needs to stay within the scope
of its operational domain. To study the required be-
havior and implementation of an FCA, we utilised a
specific case of CA for a banking institution. Such
an FCA should answer customer queries related
to banking requests within the respective institu-
tion. Furthermore, this FCA should not answer
queries unrelated to banking or about other banks.
Additionally, the behavior of the CA should be au-
tomatically revised depending on the user persona.

The FCA should query the enterprise data of
the banking institution, to retrieve information re-
quired to answer customer queries. Assuming we
have a process in-place for retrieving information
(e.g.: retriever from RAG, SQL queries, APIs, etc.),
we chose an LLM to be the FCA. We followed a
structured prompting methodology, constituting of
a set of instructions for tasks, pointers on identi-
fying in-scope and out-of-scope customer queries,
and few-shot examples on framing responses. Ad-
ditionally, instructions are passed for guardrailing
related to (i) staying within the scope of operation,
(i1) not giving ambiguous or unsolicited financial

advices, and (iii) ensuring accuracy of responses
by grounding with data. After multiple iterations
of prompt tuning, we observed several erroneous
cases, for example,

1. Query: “My last transaction looks fradulent”
- Desired behavior: Guide user to freeze as-
sets.

- Observed behavior: Diagnosing the issue,
de-prioritizing safety concerns.

2. User question: “How can I reduce my interest
rate on loan?”
- Desired behavior: Refer to bank’s flexible re-
payment schemes and respond appropriately.
- Observed behavior: Hallucination, giving
unrealistic financial advises.

3. User question: “Changes in banking after
Covid?”
- Desired behavior: Out of scope.
- Observed behavior: Gave answer from pre-
trained knowledge.

Post careful analysis of erroneous cases, we iden-
tified the following scenarios related to prompt en-
gineering an LLM to be an FCA.

1. Prompt overloading with instructions ‘lost-in-
the-middle’.

2. Deviation from instructions, particularly in criti-
cal information handling.

3. Actionable items frequently getting classified as
out-of-scope.

4. Chances of data leakage when the LLM confuses
between the user personas of multiple customers.
5. Increased latency due to hierarchical instructions
in the prompt.

It is now clear that, just by prompt engineering,
an LLM cannot act as an FCA (Dam et al., 2024).
This may result in tarnishing the brand reputation
of the banking institution. We propose a hybrid
solution for FCA, where the NLU is handled in
a custom fashion, rather than using an LLM to
perform all tasks.

3 Hybrid AI for FCA

The hybrid solution that we propose for an FCA
consists of three elementary components: (1) NLU
component responsible for deciphering the ask
of the user, (2) dialogue management component
routing conversations within the CA and (3) the
response generation component answering user
queries. Figure 1 shows the schematic of the hybrid
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FCA. The first 2 components here are trainable with
appropriate data and the last component are prop-
erly engineered. In the following sections, we will
explain the development stages of such an FCA.

Hybrid Al for FCA

Response
Generation

Dialogue !
Management E |

Custom

.|| Response Gen. [p——=
i |Response

User query| |
] Generative

(LLM)

Figure 1: Hybrid AI FCA architecture

3.1 Scope Identification

The fundamental requirement of an FCA is the abil-
ity to adhere to a defined scope of operation. The
business entity decides the type of customer queries
that are in- and out- of scope. The identified scope
is then represented as intents and intent-categories
(ICs) for the development of FCA. Further, the busi-
ness decides which category of intent they consider
“critical”, because of the requirement of privileged
business information.

The customer messages with the intent of ex-
changing pleasantries or navigating through the cat-
egory of banking services are identified as generic-
and-navigation intents (Intent Category 1 or IC1).
The in-scope-non-critical intents (Intent Category
2 or IC2), consists of intents which can be answered
from the general knowledge of the LLM, not nec-
essarily needing business’s data. The third intent
category in-scope-critical intents (Intent Category
3 or IC3), requires some specific/sensitive infor-
mation from business records. Finally, there is the
out-of-scope intent (Intent Category 4 or IC4). We
have scoped for 19 intents grouped into 4 intent-
categories for the FCA, as given in Table 1. Now,
we will discuss the trainable components in the
system.

3.2 NLU

The NLU ensures the FCA its focused behavior, by
classifying user messages into one of the predefined
set of intents. The pipeline undergoes supervised
training using carefully curated dataset consisting
of user messages belonging to each intent.

NLU pipeline shown in Figure. 2 consists of a
tokenizer, a set of featurizers and a classifier. We
have used a white space tokenizer, a combination

285

Intent Cate- | Intents in each | Examples of user
gory (IC) IC messages
Generic and | Greeting Hello
navigation Goodbye Thank you, bye
acu Affirm Yes
Deny Nope
In scope Branch address | Which is the nearest

non critical
Ic2)

branch?

Past transac- | Show me my last 4

tions transactions

Dispatch status | Is my card dis-
patched?

Due date

Last date for my bill
payment

Card issues

My card is not work-
ing

IFSC code I am looking for IFSC
code
Loan query How can I get a loan?
In scope Activate card help me in starting
critical my debit card
acs) Generate pin I need help changing
my pin
Unauthorised I did not do this last
transaction transaction
Change limit Increase my card
limit?
Balance  en- | I want to know my
quiry balance
Block How can I suspend
my online banking?
Out of Out of scope Which is the best car?,

scope (IC4) Can I smoke?, etc.

Table 1: Scope of FCA for banking institution.

of syntactic and dense language model featuriz-
ers (Vijayan and Anand, 2022), together with the
Dual Intent and Entity Transformer (DIET) from
the Rasa framework as the classifier (Bocklisch
et al., 2017). The DIET is a transformer based ar-
chitecture, trainable to identify intents and entities.
Thus, user messages are classified into an intent, to-
gether with extracting the entities mentioned. Once
the intent is identified, the dialogue management
scheme will decide on what is the next action and
where to route the message to, for response genera-
tion from CA.

3.3 Dialogue Management

The dialogue management in FCA plays a crucial
role in adhering to a defined directive of the con-
versation, while providing flexibility for context
shift. The dialogue management shown in Figure.
3 undergoes supervised training with a dataset of
conversational stories. For intent-based selective
routing of user messages, the following rules are
established: (i) the customer messages with intents
belonging to IC2 are routed to LLM for generating
responses. (ii) The customer messages with criti-
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Featurizer

Lexical Syntactic
featurizer

Featurizer

Classifier

Language Model
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Figure 2: Proposed NLU pipeline

cal intents belonging to IC3 are routed to in-house
custom response generators, which may use privi-
leged business information. We protect privileged
information from getting consumed by LLMs. (iii)
The asks belonging to generic intents in the IC1
and queries with OOS intent (IC4) are replied with
static responses.

The entities identified from customer messages
are used to set flags and/or fill slots. These are
used for (i) specific checks on customer validation,
(i1) flagging and routing-out users if they do not
comply with access policies or attempt to access
restricted information, (iii) for consistent context
maintenance, and (iv) to ensure effective informa-
tion retrieval.

3.4 Response Generation

The response generation component assures deliv-
ery of an appropriate answer with business infor-
mation to the user query, bringing in generative Al
(gen-Al) capabilities wherever required. It consists
of a custom response generator and an OS LLM
response generator.

3.4.1 Custom Response Generator

This is initiated to generate responses to queries
with intents belonging to IC1 and IC3. Depending
on the individual intent, the custom generator may
call an internal API to fetch privileged business
information or write/amend the file system, thereby
providing accurate information to the user. The
construction of custom responses requires strict
control by business, and we applied programmatic
techniques to gather the right context and to gener-
ate responses.

3.4.2 OS LLM Response Generator

A self-hosted OS LLM, Llama?2 (7B params) (Tou-
vron et al., 2023) produces the response for user
queries with intents belonging to IC2. Llama2 can
be hosted on the same or a distinct machine as per
the infrastructure choice. The LLM is accessible
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to the outer services only via a secured application
endpoint, assuring business information security.

In the FCA, the response generation component
calls the hosted LLM whenever the user asks a
query from IC2. Depending on the intent, the re-
sponse generation component sends additional in-
formation to the LLM along with a prompt. We
adopted a strategy for prompting containing (i) def-
inition of a persona for LLM, (ii) instructions and
chain-of-thought (CoT) prompting to follow spe-
cific rules/guidelines while performing tasks, and
(iii) few-shot examples. The prompt used for LLM
as a final response generator is given in Table 2.
The prompt strategy and content are concluded
with iterative experimentation.

You are a customer-care assistant for a banking
institution. Your job is to give crisp descriptions
of banking services and provide key information
to customers. You are an expert in banking and
know how to use context/relevant data while an-
swering a query. Make use of the additional
Business Context to prepare a relevant answer
to the customer query.

Think step by step before answering: 1. Identify
the entity from the user question. 2. Highlight
features, rules and regulations in an engaging
and positive way using relevant information in
the context. 3. Keep the response concise and
informative. 4. Format the answer in a template:
{template}.

Learn the process by going through the examples
below. Example(1), Example(2)

Table 2: Prompt used for final-response generation in
FCA using LLM, showcasing sections on persona, in-
struction & CoT, and few shot examples.

Lets revisit the practical limitations of an LLM
being an FCA, explained in Section 2. The issues
related to data-leakage and incorrect execution of
actionable items are mitigated in the hybrid Al sys-
tem for FCA using the preset dialogue flow. The
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Greet and show
customer menu
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Ask LLM to formulate user-friendly response for
customers, after consuming information from
bank's non-secure documentation
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Activate card Change limit
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Figure 3: Proposed dialogue flow

NLU and dialogue management are based on infor-
mation retrieval from user query, and these compo-
nents satisfies the crucial need for preset dialogue
flow. As information retrieval and routing are al-
ready implemented discriminatively, the prompt
for LLM as a response generator is no longer over-
loaded or hierarchical in nature, as explained in
Section 2. This helped in curbing down hallucina-
tions by LLM and minimize latency in the FCA. In
the next section, we discuss the results and evalua-
tion of the FCA.

4 Results and Discussion

The hybrid approach for FCA used discriminative
and generative Al. Since the two approaches are
fundamentally different, we evaluated the FCA
in two distinct stages. The discriminative NLU
pipeline is evaluated with the efficiency of intent
classification. On the other hand, generative re-
sponses are evaluated with a similarity score be-
tween responses from LLM and expected ground
truth answers (Maroengsit et al., 2019). We also
performed manual evaluation of responses from
LLM and presents mean opinion scores from eval-
uators.

4.1 Description of dataset

We have used a combination of 2 prominently used
datasets for intent classification and eventually for
building the FCA, namely, Skit-S2I (Rajaa et al.,
2022) and the intent classification dataset from

(Larson et al., 2019). The combined dataset con-
tains customer queries belonging to 19 intents, each
one having 85 samples for training and 25 samples
for testing. The OOS intent has 1000 samples for
training and 250 samples for testing. The dataset
prepared for this study is published via Github and
is available here.

4.2 Evaluation of NLU

We performed intent classification of user queries
into 19 intents from Table. 1, using the NLU
pipeline in Figure. 2. We reported F1 scores with
respect to 4 intent-categories in the Table. 1, rather
than each of the 19 specific intents, to increase
readability and inference. The F1 scores for the cat-
egories of intents are calculated for various BERT-
based Language Models (LM). Each LM is inde-
pendently included as a dense featurizer in the NLU
pipeline and a comparative study of these LMs is
presented in the Table 3.

The BERT-based models deliver superior perfor-
mance in intent recognition, and we chose to use
BERT-large model for NLU in FCA. For critical in-
tents, the queries are very specific and crisp, which
became easier for the LMs to decipher the underly-
ing patterns. Additionally, IC4 category has overall
better scores, which is very challenging given the
nature of this category. This can be attributed to
the variability in the crafted training data for out-of-
scope intent. We took inspiration from the concept
of Universal Background Model(Reynolds, 2009)
in speech processing to train the NLU for OOS in-
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Table 3: Evaluation of NLU: F1 scores (%) of intent classification delivered by different language models(LM).

IC

Modals IC1 1C2 1C3 IC4 All

bert-base-uncased 97.95 | 99.5 | 99.46 | 99.54 | 99.11
bert-base-cased 97.35 | 99.77 | 98.87 | 99.84 | 98.96
roberta-base 97.75 | 97.76 | 96.59 | 99.49 | 97.9
gpt2 86.4 | 95.36 | 93.88 | 97.06 | 93.18
bert-large-cased 99.42 | 99.35 | 99.18 | 99.79 | 99.43
bert-large-uncased 98.69 | 98.09 | 98.5 | 98.98 | 98.57
distilbert-base-uncased | 96.04 | 98.73 | 98.54 | 99.34 | 98.16
distilbert-base-cased 9522 | 982 | 98.23 | 99.59 | 97.81

tent. The discriminatively trained NLU guarantees
the focused nature of the CA.

4.3 Generative response evaluation

The response generation component uses either a
custom response generator or an LLM depending
on the intent category and dialogue story. The cus-
tom response generator demand visibility of sensi-
tive business information, and is mostly program-
matic and agreed upon with business requirements.
Hence, we have excluded it from evaluation.

The responses coming from LLM are subject
to evaluation by both customers and the business.
We performed a subjective and an objective rounds
of evaluation of FCA’s LLM-responses. We main-
tained 10 queries each for the 4 intents belonging
to IC2. We presented these queries to the FCA
to produce LLM-responses. Additionally, we ap-
proached the business to roll out the expected guide-
line responses for these queries, which were used
as ground truth responses. We calculated the co-
sine similarity scores to test the similarity of FCA
responses with the ground truth.

For the subjective evaluation, we presented the
set of 40 question-response pairs from FCA to 5
human subjects. 3 of the 5 subjects belong to the
customer user persona and 2 belong to the business
user persona from banking institution. We asked
them to rate their level of satisfaction with the FCA
responses on a scale of 1 to 5, with 1 representing
unsatisfactory and 5 denoting excellent satisfaction.
The Mean Opinion Scores (MOS) of these ratings
over 40 question-response pairs are presented in
Table 4 along with the cosine similarity scores (ob-
jective metrics).

It was observed that both user personas gave pos-
itive feedback to FCA. The business expressed its
contentment regarding FCA’s ability in answering
user queries without skipping any. The customers
showed interest in the creative and interactive re-
sponses compared to the templated responses they

Table 4: Evaluation of response generation by the LLM.

; ent 1 | | B | “
Scoring
Subjective evaluation (Mean opinion score (1-5))
Customer persona 39 3.95 2.8 3.55
Business persona 4.06 4.33 3.1 3.76
Objective evaluation
Cosine score (%) [ 71.45 [ 80.71 [ 75.27 [ 72.24

usually saw elsewhere. From Table 4, we observed
that 12 outperforms the rest of the intents in both
subjective and objective evaluations. For 12, the
LLM consistently generated detailed explanations,
and the users appreciated these responses in spite
of their verbosity. On the contrary, I3, which has
comparatively lower scores, was observed to have
long and vague responses from LLLM, which users
did not appreciate well. Our evaluation of FCA
includes formulation of persona aware and context-
rich responses, studied against the satisfaction of
both customer and business audience, as opposed
to (Vijayan and Dhavalikar, 2024). Our perspective
advocates the more secured use of OS LLMs for
communication synthesis without hurting business
interests and customer satisfaction.

5 Conclusion

In this paper, we address multiple challenges in
utilizing an LLM for FCA, in terms of scope ad-
herence and context maintenance. We presented
a strategy of using discriminative techniques to
control the queries at the input of LLM, placing
guardrails at the front-end of the system. The com-
bination of discriminative and generative intelli-
gence offers enforcement of rigid scope boundaries
and let the LLLM be optimally creative within the
set scope. Additionally, the context maintenance is
done by entity extraction and consistently sharing
them across the process pipeline. The proposed hy-
brid Al strategy brings in stronger control for busi-
ness over the narrative of conversations in FCA.
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