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Abstract 

The shortage of specialized datasets hinders 

the development of Natural Language Pro-

cessing (NLP) for scientific texts in low-re-

source languages such as Persian. To ad-

dress this, we introduce PersianSciQA1, a 

large-scale resource of 39,809 question- an-

swer snippet pairs, each containing a ques-

tion and a scientific answer snippet from a 

scientific engineering abstract source from 

IranDoc's 'Ganj'2 repository, linked by an 

LLM-assigned relevance score (0-3) that 

measures how relevant the question is to the 

content of the accompanying answer snip-

pet. The dataset was generated using a two-

stage prompting methodology and refined 

through a rigorous cleaning pipeline, in-

cluding text normalization and semantic 

deduplication. Human validation of 1,000 

instances by two NLP researchers con-

firmed the dataset's quality and a substantial 

LLM-human agreement (Cohen's kappa 

coefficient κ=0.6642). To demonstrate its 

value, we establish baseline benchmarks 

and show that fine-tuning on PersianSciQA 

dramatically improves a state-of-the-art 

model, achieving a Spearman correlation of 

0.895 on a blind test set. PersianSciQA pro-

vides a crucial new resource to facilitate re-

search in information retrieval and question 

answering within the Persian scientific do-

main. 

1 Introduction 

Natural language processing (NLP) is crucial for 

navigating and reviewing the vast landscape of new 

 
1 https://huggingface.co/datasets/safora/persian-scientific-qa 

articles published daily by enabling scalable tools 

for semantic search, question answering, and sum-

marization, to help researchers discover relevant 

knowledge efficiently. (Hong, 2024; Probierz et al., 

2022; Sett & Singh, 2024; Venugopal et al., 2021). 

As research moves toward knowledge-centered 

frameworks, effectively utilizing this data becomes 

imperative. However, while substantial NLP re-

sources exist for high-resource languages, like 

English (Middha et al., 2024), low-resource lan-

guages like Persian remain underrepresented, par-

ticularly in specialized scientific domains requiring 

unique datasets (Jolfaei & Mohebi, 2025; Moniri et 

al., 2024; Pakray et al., 2025). Despite a growing 

scientific community, the scarcity of dedicated 

NLP resources for Persian severely limits the abil-

ity to harness its body of scientific literature (Sa-

niee & Arshadi, 2024). To address this gap, we in-

troduce PersianSciQA. Our method employs a hy-

brid approach, using LLMs for scalable question 

generation and initial scoring, followed by rigorous 

human validation. This work aims to harness LLM 

efficiency to create a large, high-quality resource 

for the Persian scientific domain, intended to ad-

vance research in question answering and infor-

mation retrieval. 

2 Related works 

While general Persian resources like PQuAD (Dar-

vishi et al., 2023), FarsiQuAD (ForutanRad et al., 

2024), and broader benchmarks such as FaMTEB 

(Zinvandi et al., 2025) and FarsEval-PKBETS 

(Shamsfard et al., 2025) exist, they do not fill the 

specific need for a large-scale scientific corpus. 

2 https://en.irandoc.ac.ir/service-product/94 
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This contrasts sharply with high-resource lan-

guages, which benefit from established scientific 

datasets like SciFact (Wadden et al., 2020), Bio-

ASQ (Krithara et al., 2023), SciTail (Khot et al., 

2018), and the BEIR benchmark (Thakur et al., 

2021), highlighting a critical gap for Persian NLP. 

Using Large Language Models (LLMs) for dataset 

creation offers a scalable solution, though their ef-

ficacy is debated. Some research indicates LLMs 

struggle with complex tasks in low-resource set-

tings (Nasution & Onan, 2024; Jadhav et al., 2024), 

while other studies show LLM-generated data can 

effectively fine-tune models, sometimes outper-

forming human-annotated data and reducing costs 

(Yuen et al., 2025; Li & Cole, 2025). Therefore, 

while LLMs offer a promising avenue for scalable 

dataset creation, a validated, large-scale bench-

mark specifically designed for scientific question 

answering and relevance ranking in Persian re-

mains a critical and unaddressed need in the current 

landscape. 

3 Dataset Creation Methodology 

To construct PersianSciQA, a corpus of 10,846 sci-

entific abstracts from IranDoc's Ganj repository in 

the engineering field was first used. To generate a 

diverse and high-quality set of questions, a two-

stage process using gpt-4o-mini (OpenAI, 2024), 

visualized in Figure 1, is designed. Crucially for 

this work, GPT-4o was also highlighted for its im-

proved capabilities in non-English languages 

(Yong et al., 2024). Furthermore, the generation of 

an extensive dataset required a cost-effective solu-

tion. In addition to cost, the inference speed of gpt-

4o-mini contributed to its selection. 

 

Figure 1: Structured Question Generation with Tar-

geted Relevance 

At Stage 1 (Generation), the model was 

prompted with a high temperature (0.8) to generate 

four distinct Persian questions for each answer 

snippet; to maximize creativity, we set the temper-

ature to 0.8 in the generation stage. To mitigate 

self-confirmation bias, at Stage 2 (Assessment) an 

independent evaluation was done, in which the 

LLM scored each question-answer snippet pair's 

relevance using a low, deterministic temperature 

(0.3), ensuring the generated questions were factu-

ally grounded in the source answer snippet.  

The resulting 39,883 raw pairs underwent a final 

refinement pipeline, including Persian text normal-

ization and a two-tier deduplication process (both 

exact and semantic), to produce the final dataset of 

39,809 unique pairs. As detailed in Table 1, the re-

source exhibits significant scale and lexical diver-

sity, with a question vocabulary of over 17,000 

unique words, providing a rich foundation for train-

ing robust NLP models. 

For instance, it includes direct questions ('What 

optimization algorithm was used?'; relevance: 3) as 

well as unrelated ones ('Who funded this re-

search?'; relevance: 0), providing a diverse training 

signal. The full dataset is publicly available on 

Hugging Face, upon request. 

 
A key contribution of this dataset is its balanced 

four-point relevance score profile, visualized in 

Figure 2. With a distribution spanning from 'Not 

Relevant' (19.5%) to 'Highly Relevant' (25.9%), 

this structure is specifically designed to support the 

training and evaluation of nuanced relevance rank-

ing models, moving beyond simple binary rele-

vance. 

To ensure rigorous and reproducible research, 

we provide standardized training, validation, and 

test splits (Table 2). Crucially, these splits are cre-

ated at the answer snippet level, guaranteeing that 

all questions related to a single answer snippet are 

confined to one split. This strategy prevents data 

leakage and enables fair, robust model evaluation. 

Metric Value 

Total Question- Answer snippet Pairs 39,809 

Unique Questions 39,809 

Unique Answer snippet 10,235 

Avg. Questions per Answer snippet 3.89 

Avg. Question Length (words) 14.42 

Avg. Answer snippet Length (words) 181.92 

Question Vocabulary Size (words) 17,497 

Answer snippet Vocabulary Size 

(words) 

86,109 

Table 1: Core Statistics of PersianSciQA 
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Figure 2: Relevance_Distribution of PersianSciQA 

Dataset 

 

4  Experimental Evaluation 

To empirically validate PersianSciQA, three key 

experiments are conducted: (1) evaluating baseline 

retrieval models, (2) fine-tuning a state-of-the-art 

model on our dataset to measure its impact on per-

formance and (3) A qualitative review of the fine-

tuned model's retrievals. 

4.1 Baseline Retrieval Performance 

First, the performance of the retrieval model is 

evaluated using a range of pre-trained embedding 

models. As shown in Table 3, the experiments re-

vealed a significant finding: top-tier multilingual 

models like BGE-m3 outperform even the best-

specialized Persian-native models on this scientific 

retrieval task. This provides strong evidence that 

modern, massively multilingual architectures gen-

eralize effectively to specialized low-resource do-

mains, while highlighting the limitations of older 

or non-retrieval-focused models like ParsBERT. 

  

 

4.2 Fine-Tuning on PersianSciQA 

The main contribution is to demonstrate that Per-

sianSciQA is not just a benchmark, but a high-qual-

ity resource for improving model performance. the 

powerful multilingual-e5-large model was selected 

and fine-tuned on the dataset using a CosineSimi-

larityLoss function, which is useful for leveraging 

the graded (0-3) relevance scores. The results, vis-

ualized in Figure 3, show a dramatic and consistent 

improvement in the model's ability to rank relevant 

documents. The model's Spearman correlation on 

the validation set was improved from the baseline 

to 0.892. On the test set, the fine-tuned model 

achieved a final Spearman correlation of 0.895 and 

a Pearson correlation of 0.898. 

 

Figure 3: Fine-Tuning Performance on PersianSciQA 

This high correlation demonstrates that the 

model has successfully learned the nuances of se-

mantic relevance within the Persian scientific do-

main. It confirms that fine-tuning on PersianSciQA 

provides a significant performance boost, effec-

tively creating a more specialized and accurate re-

trieval expert. This result is a key contribution, of-

fering the community both a strong new baseline 

model and definitive proof of the dataset's value for 

training. 

                 

              

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

 
  

  
  

 
  

 
 
 

 
 
   

 
   

 
  

 
 
 
  

 
 
  

      

      

            

      

      

      
      

                                           

             

                     

Metric Train-

ing 

Valida-

tion 

Test 

Question- An-

swer snippet 

Pairs 

31,837 3,968 4,004 

Unique Ques-

tions 

31,837 3,968 4,004 

Unique Answer 

snippet 

8,188 1,023 1,024 

Percentage of 

Pairs 

80.0% 10.0% 10.0% 

Avg. Question/ 

Answer snippet 

3.89 3.88 3.91 

Table 2: PersianSciQA Dataset Splits Statis-

tics 

 

 

 

Model Type nDCG@10 

BGE-m3

  

Multilingual 0.4925 

multilingual-

e5-large 

Multilingual 0.4926 

Tooka-SBERT Persian-native 0.3226 

paraphrase-

MiniLM 

Baseline 0.3119 

ParsBERT 

(Base) 

Persian-native 0.0507 

Table 3: Baseline Retrieval Performance 

(nDCG@10) 
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4.3 Qualitative Insights 

A qualitative review of the fine-tuned model's re-

trievals revealed two key behaviors. First, the 

model demonstrates a strong semantic understand-

ing, consistently retrieving answer snippets that are 

thematically relevant to the question, even if they 

do not contain exact keyword matches. Second, the 

model excels as a "semantic search engine" rather 

than a direct "answer-finder." It is highly effective 

at identifying documents about a topic, which can 

then be passed to a human or a generative model 

for final answer synthesis. This confirms the mod-

el's primary strength lies in high-quality infor-

mation retrieval, which is the foundational step of 

any modern Retrieval-Augmented Generation 

(RAG) system. 

5 Human Validation Study 

Two NLP researchers independently annotated a 

randomly selected sample of 1,000 pairs. The ini-

tial blind inter-annotator agreement was already 

substantial. To create the final gold-standard set, 

the annotators then discussed the few initial disa-

greements to reach a consensus, a standard practice 

which resulted in the final adjudicated agreement 

of Cohen’s κ > 0.99. This two-step process con-

firms the high quality and clarity of our annotation 

guidelines and establishes this set as a robust 

benchmark. 

A comparison between the LLM’s scores and the 

gold-standard human labels revealed two key find-

ings. First, there was a substantial LLM-human 

agreement on relevance, with 75.2% exact score 

agreement and a Cohen’s Kappa of 0.6642. Sec-

ond, as shown in the confusion matrix (Figure 4), 

the LLM exhibits a useful conservative bias, con-

sistently underestimating relevance compared to 

human judges rather than overestimating it. This 

suggests the model is less likely to assign high rel-

evance incorrectly. 

As shown in Figure 5 Linguistic quality assess-

ment by the experts confirmed the high quality of 

the generated text, with 88.6% of questions deemed 

clear and grammatically correct. In contrast, only 

56.4% of answer snippets were rated as fully ac-

ceptable, with readability issues caused by two 

main factors: formatting challenges inherent in the 

source documents, which contain mixed-direction 

Persian and English text, as well as abrupt trunca-

tion during the snippet creation process. 

 

Figure 4: Confusion Matrix of LLM vs. Final 

Human-Adjudicated Relevance Scores. 

 

Figure 5: (a,b). question and answer snippet Quality 

6 Translation of non-English Terms 

The primary application of PersianSciQA is for 

Question Answering, specifically for training mod-

els on answer selection and relevance ranking. As 

demonstrated in our experiments, it also serves as 

a robust benchmark for Information Retrieval by 

treating snippets as mini-documents for semantic 

search. Furthermore, its rich question diversity fa-

cilitates research into paraphrase identification and 

query understanding within this specialized do-

main. 

7 Conclusion 

The PersianSciQA, a new benchmark of 39,809 

question-answer snippet pairs was introduced in 

this research. Its practical value was demonstrated 

by showing that a model fine-tuned on the data 

achieves a state-of-the-art 0.895 Spearman correla-

tion. This result confirms that PersianSciQA is not 

merely a static benchmark but an effective resource 

for creating expert models for the Persian scientific 

domain. The dataset's quality was further con-

firmed through a rigorous human validation pro-

cess (LLM-human relevance κ=0.6642). While 

limitations exist, such as the LLM-generated na-

ture, the PersianSciQA is able to provides a valua-

ble resource to spur research and development in 

Persian scientific information access. 
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