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Abstract

We present Reddit-V, a new dataset designed
to advance research on social media virality
prediction in natural language processing. The
dataset consists of over 27,000 Reddit posts,
each enriched with images, textual content,
and pre-engagement metadata such as post ti-
tles, categories, sentiment scores, and posting
times. As an initial benchmark, we evaluate
several instruction-tuned large language mod-
els (LLMs) in a zero-shot setting, prompting
them with post titles and metadata to predict
post virality. We then fine-tune two multimodal
models, CLIP and IDEFICS, to assess whether
incorporating visual context enhances predic-
tive performance. Our results show that zero-
shot LLMs perform poorly, whereas the fine-
tuned multimodal models achieve better per-
formance. Specifically, CLIP outperforms the
best-performing zero-shot LLM (CodeLLaMA)
by 3%, while IDEFICS achieves an 7% im-
provement over the same baseline, highlight-
ing the importance of visual features in viral-
ity prediction. Despite these improvements,
the task remains challenging, with none of
the models surpassing 50% accuracy. We re-
lease the Reddit-V dataset and our evaluation
results to facilitate further research on multi-
modal and text-based virality prediction. Our
dataset and code will be made publicly avail-
able on Github'.

1 Introduction

Social media platforms like Reddit, Twitter, and In-
stagram can propel a simple post to global visibility
in a matter of hours. This rapid spread, known as
virality shapes public discourse, drives marketing
campaigns, and influences the design of recommen-
dation systems (Berger and Milkman, 2012; Weng
et al., 2013). Despite its importance, predicting vi-
rality before a post gains traction remains an open
challenge, since most successful methods rely on
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early engagement signals or detailed network in-
formation that are unavailable at publish time (Gao
et al., 2021).

Previous research has primarily used retrospec-
tive features such as like counts, comment volumes
or diffusion graphs to forecast which content will
catch on (Doerr et al., 2012; Gao et al., 2021). Al-
though effective for analysis after the fact, these
approaches offer little guidance to creators and plat-
forms who need to decide what to publish next. A
handful of studies have experimented with combin-
ing text and image data to improve prediction (Sing-
hal et al., 2019; El-Amrany et al., 2024; El-amrany
et al., 2025; Xu and Qian, 2023), but they depend
on large, specialized datasets, often proprietary or
unreleased and on complex model pipelines that re-
quire resource-intensive components (e.g., custom
visual encoders, graph construction frameworks)
and extensive preprocessing. Implementation de-
tails of these methods such as data-collection pro-
cedures, feature engineering scripts, and hyperpa-
rameter configurations are frequently omitted or
under-specified, making exact replication infeasi-
ble.

To address the lack of resources designed specif-
ically for pre-engagement prediction, we present
Reddit-V, a new dataset of over 27,000 Reddit posts
labeled viral or non-viral based on top-percentile
thresholds for upvotes and comments. Unlike ex-
isting collections, Reddit-V focuses on text and
multimodal classification: each example provides
only the post title, image and basic metadata avail-
able shortly after posting (within 1 hour), such
as subreddit category, posting time and subscriber
counts.

Using Reddit-V, we evaluated two complemen-
tary strategies. First, we test state-of-the-art
instruction-tuned language models without any
task-specific training, by crafting natural-language
prompts that ask the models to predict whether a
post will go viral (Brown et al., 2020; Kojima et al.,
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2022). Second, we fine-tune vision-language archi-
tectures (CLIP; (Radford et al., 2021), 2021 and
IDEFICS; ?) on both the title text and any associ-
ated image, to see if adding visual context can boost
accuracy. Our results demonstrate that integrating
images through multimodal fine-tuning increases
F1 scores by up to 10% compared to zero-shot, text-
only prompting, proof that visual signals provide
meaningful gains in early virality prediction.

We make three contributions. First, we intro-
duce Reddit-V, the first public dataset for pre-
engagement virality prediction in both text-only
and multimodal settings. Second, we define zero-
shot benchmarks on modern language models, re-
vealing their current blind spots in anticipating vi-
ral reach. Third, we show that fine-tuning vision-
language architectures with paired text and image
data yields substantial performance improvements,
illustrating the practical value of visual features.

The remainder of the paper is organised as fol-
lows. Section 2 reviews related work; Section 3
describes the dataset creation process; Section 4 de-
tails the evaluation methods, presents results, and
discusses their implications; Section 5 outlines the
limitations of this work; and Section 6 concludes
the paper.

2 Related Work

Research on social media virality prediction has
traditionally focused on leveraging retrospective
engagement signals and network structure to fore-
cast the eventual spread of content. Early studies
demonstrated that temporal patterns of initial in-
teractions and the topology of user communities
strongly influence whether a meme or post will “go
viral” (Weng et al., 2013) and that diffusion graphs
capturing shares, likes, and comment volumes can
be effective predictors of cascade formation (Do-
err et al., 2012; Gao et al., 2021). However, these
approaches depend on post-hoc features such as
early engagement counts or detailed social graphs
that are inherently unavailable at the moment of
publication. Consequently, they offer limited utility
for content creators and recommendation systems
that must decide what to publish or promote before
any user feedback has accrued.

A parallel line of work has explored multimodal
fusion, combining textual and visual features to
enhance predictive accuracy. For instance, recent
frameworks integrate image embeddings with meta-
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data to detect misleading or “fake” content, report-
ing performance gains over text-only baselines (El-
Amrany et al., 2024; Xu and Qian, 2023). Yet
these methods rely on large, proprietary datasets
and complex architectures that hinder reproducibil-
ity and generalization. Moreover, they typically
frame virality as a by-product of detection tasks
rather than as a primary prediction objective, and
they seldom isolate pre-engagement features in a
controlled experimental setting.

Meanwhile, the rise of instruction-tuned LLMs
has raised the possibility of zero-shot classification
across a wide array of tasks. Research showed that
generative models like GPT-3 can perform transla-
tion, summarization, and sentiment analysis purely
through carefully crafted prompts (Brown et al.,
2020), and that encouraging chain-of-thought rea-
soning further refines zero-shot performance (Ko-
jima et al., 2022). Despite these advances, virality
prediction remains underexplored in a zero-shot
context, and it is unclear whether structured meta-
data (e.g. sentiment scores, posting times, or sub-
reddit subscriber counts) can be meaningfully in-
terpreted by general-purpose LLMs to anticipate
viral outcomes.

A third stream leverages vision language pre-
training to ground textual and visual representa-
tions in large multimodal datasets. CLIP demon-
strated that aligning image and text embeddings
yields strong zero-shot transfer on classification
benchmarks (Radford et al., 2021) while IDEFICS
extended this paradigm with a transformer-based
fusion architecture optimised for diverse multi-
modal tasks (Lee et al., 2022). However, neither
model has been systematically fine-tuned for the
specific challenge of predicting social media viral-
ity using pre-publication features, leaving open the
question of how well visual context can compen-
sate for the absence of early engagement signals.

Taken together, these strands of prior research
reveal a clear gap: no publicly available re-
source enables rigorous, reproducible evaluation of
both text-only and multimodal approaches to pre-
engagement virality prediction. Existing datasets
either lack comprehensive metadata and multi-
modal content or constrain models to retrospec-
tive features and proprietary data. Our work ad-
dresses this need by introducing Reddit-V, a dataset
of more than 27,000 Reddit posts annotated with
only those attributes accessible immediately after
posting, and by establishing both zero-shot LLM
benchmarks and fine-tuned vision-language base-
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Figure 1: Examples of posts from each category.

lines. In doing so, we provide the first unified
framework for assessing how textual and visual
pre-publication signals contribute to the emergence
of viral content.

3 Dataset

To evaluate virality before any user feedback, we
introduce Reddit-V, a dataset of Reddit submis-
sions comprising each post’s image, text, and key
metadata. Posts are drawn from five categories in-
cluding humor, reaction, educational, gaming, and
news, to cover the main types of entertainment con-
tent on the platform. By bringing together each
post’s visual and textual characteristics, Reddit-V
enables the study of how these features alone influ-
ence early engagement on Reddit.

3.1 Data Collection

We retrieved 27,587 posts published between Jan-
uary 2018 and December 2023 from five represen-
tative subreddits, selected to cover diverse enter-
tainment modalities:

* Humor (e.g. r/funny)

* Educational (e.g. r/todayilearned)

* Reaction (e.g. r/reactiongifs)
* Gaming (e.g. r/gaming)
* News (e.g. r/worldnews)

The above communities were chosen to capture a
mix of playful content (Humor, Reaction), informa-
tive snippets (Educational, News), and community-
driven gameplay discussion (Gaming). Examples
from each category are shown in Figure 1. Using
the Python Reddit API Wrapper (PRAW) 3, we
fetched up to 10,000 of the latest posts from each
subreddit, then kept only those with at least one
image file (JPEG, PNG, or GIF). For every post, we
recorded data that would be available immediately
after it went live, namely, the title, the subreddit’s
subscriber count, the timestamp, and basic image
details (format, dimensions, file size).

3.2 Data Preprocessing

Consistent with prior work that operationalizes vi-
rality via top-percentile engagement (Berger and
Milkman, 2012; Weng et al., 2013), we label a post
as viral if it simultaneously falls within the top

3https://praw.readthedocs.io/en/stable/
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20% of upvote counts and the top 20% of com-
ment counts relative to all posts. We chose the 20%
cutoff for three reasons:

* Literature alignment: Focusing on the up-
per quintile aligns with established method-
ologies for isolating highly engaging content
while excluding moderate-performance out-
liers (Berger and Milkman, 2012).

* Statistical power: A 20% threshold yields
a sufficient volume of viral examples to sup-
port robust training and evaluation, without
diluting the label with marginally engaging
posts.

* Empirical robustness: Sensitivity analyses
using 15% and 25% cutoffs produced qualita-
tively similar class balances and model perfor-
mance trends, indicating that our findings are
not idiosyncratic to the exact threshold choice.

All remaining posts are labeled as non-viral. The
dataset statisitics are summarized in Table 1.

Table 1: Summary of dataset statistics.

Statistic Value
Total Posts 27,587
Number of Subreddits 112
Number of Tokens 205,529
Number of Non Viral Posts 24,090
Number of Viral Posts 3,497

Average Title Length (characters) 72
Average Comments per Post 15
Average Upvotes per Post 120

4 Experimental Results

This section consolidates our zero-shot evaluation
of LLMs and the fine-tuning results for multimodal
baselines into a unified experimental framework.
We first detail the overall evaluation protocol, then
present results for the LLM benchmarks and the
vision-language models, and conclude with a con-
cise discussion of comparative performance and
implications.

4.1 Experimental Setup

All experiments use the Reddit-V dataset described
in Section 3. For zero-shot LLM evaluation, mod-
els receive exactly one inference pass per exam-
ple, without any parameter updates. By contrast,
the multimodal models (CLIP and IDEFICS) are
fine-tuned using a train-validation-test split of 70%-
10%-20%, stratified by subreddit and virality label

to preserve class balance. We report results on the
held-out 20% test partition.

Zero-Shot Prompt Template We convert each
post into a plain-text prompt that concatenates the
title and pre-publication metadata fields (cross-
post count, comment sentiment, subreddit name,
title sentiment, first-hour upvotes, subscriber count,
posting date). A representative prompt appears
below:

Instruction: Predict whether the following
Reddit post will go viral or non-viral.

Title: “<post title>”
Crossposts: <value>
Comment Sentiment: <value>
Subreddit: <name>

Title Sentiment: <value>
Upvotes (1h): <value>
Subscribers: <value>

Date: <YYYY-MM-DD>

Answer: “viral” or “non-viral.”

4.2 LLM Baseline Models

We evaluate the following publicly available lan-
guage models via the Ollama interface. Each model
is used in a true zero-shot setting with no exam-
ples or fine-tuning beyond the prompt template
described in Section 4.1.

* Gemma3 (Team et al., 2025): A family of
transformer-based models (1 B-12 B parame-
ters) released by the Gemma team. We test the
base checkpoint (architecture only) and two
parameter-specific variants, none of which
have been instruction-tuned.

e LLaMA 3.2 (Grattafiori et al., 2024): An
instruction-tuned update of Meta’s LLaMA
3 series, estimated at 7-13 B parameters. De-
signed for broad NLP tasks, it includes con-
versational fine-tuning.

e Phi4-mini (Phi-2) *: A compact, instruction-
tuned model (< 1.3 B parameters) from Mi-
crosoft Research, optimised for efficient zero-
shot performance on classification and reason-
ing tasks.

* Mistral 7B (Jiang et al., 2023): A 7 B-
parameter instruction-tuned model known for
strong performance on standard language
benchmarks without additional fine-tuning.

4https: //www.microsoft.
com/en-us/research/blog/

phi-2-the-surprising-power-of-small-language-models/
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Starling-LM (Zhu et al.,, 2024): A 7
B-parameter, LLaMA-based model with
instruction-tuning aimed at dialogue and
question-answering applications.

CodeLLaMA 7B (Roziere et al., 2023): A
variant of LLaMA fine-tuned on code corpora.
Although not instruction-tuned for conversa-
tional tasks, its text understanding capabilities
make it an informative baseline.

LLaVA 7B (Liu et al., 2023): A vision-
language model built on LLaMA and CLIP,
instruction-tuned to accept image inputs
alongside text prompts.

4.3 LLM Zero-Shot Performance

We interpret any model response beginning
with “viral” (case-insensitive) as the positive
class; all others are “non-viral.” We compute
accuracy, precision, recall, and the balanced
F1 score to account for class imbalance. Ta-
ble 2 reports the balanced F1 for each LLM.

Table 2: Zero-Shot LLM Balanced F1 Scores

Model Balanced F1
Gemma3 0.335
Gemma3-12B 0.339
LLaMA 3.2 0.369
Phi4-mini 0.339
Mistral 7B 0.398
Starling-LM 0.333
CodeLLaMA 7B 0.399
LLaVA 7B 0.333

The zero-shot experiments reveal that off-the-
shelf language models struggle to use pre-
publication metadata and post titles to predict
virality. The best-performing model, CodeL-
LaMA 7B, achieves a F1-score of 0.399. All
other models cluster between 0.33 and 0.40 in
F1-score, indicating consistent shortcomings
across architectures and parameter scales.

Three factors help to explain this outcome.
First, instruction-tuned LLMs are optimised
for general natural language understanding
and following user instructions, not for ex-
tracting statistical signals from structured
metadata. Features like “first-hour upvotes”
or “subscriber count” lack the rich contextual

patterns (word usage, syntax, narrative ele-
ments) at which these models excel. As a
result, LLMs default to heuristic reasoning,
often over-relying on title sentiment or sub-
reddit name rather than learning reliable asso-
ciations between numeric fields and eventual
engagement.

Second, the flat prompt format limits the
model’s ability to compare values systemati-
cally. Presenting metadata as a list of text lines
places the burden on the model to interpret rel-
ative magnitudes (“Is 1,200 subscribers high
or low?”) without any reference distribution.
In a few-shot or fine-tuned setting, the model
could calibrate its internal scale, but in zero-
shot mode it lacks the grounding necessary
to distinguish, say, whether 50 upvotes in the
first hour signifies likely virality.

Third, virality is driven by complex interac-
tions among content, timing, and community
dynamics, factors that are not fully captured
by static metadata. For example, a humorous
image posted at peak hours in a highly active
subreddit can outperform a similar post in a
smaller community, even with identical fea-
tures. Zero-shot LLMs have no mechanism
for weighting these contextual differences, so
they treat all metadata fields with equal or
arbitrary importance.

Taken together, these limitations explain why
generic instruction tuning does not translate
into effective virality prediction from pre-
publication signals alone. Improving perfor-
mance will require either (1) prompt strategies
that embed reference distributions or compar-
ative examples, (2) few-shot calibration runs
to teach the model how to interpret numeric
ranges, or (3) fine-tuning on a labelled virality
dataset. Until such targeted interventions are
applied, zero-shot LLMs should be viewed as
coarse filters rather than reliable predictors in
content-recommendation pipelines.

4.4 Multimodal Fine-Tuned Models

We fine-tune CLIP (Radford et al., 2021) and
IDEFICS ° on our train split, using cross-
entropy loss and early stopping on validation
F1. Both models ingest paired image embed-

Shttps://huggingface.co/blog/idefics
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dings and textual metadata. Table 3 presents The results reveal two practical implications.
test-set performance. First, incorporating image embeddings is es-
sential: visual features carry signals such as
color contrast, facial expressions, or meme
templates, these signals often drive user in-
Model Balanced F1 teraction yet are inaccessible to text-only sys-
CLIP 0.475 tems. Second, task-specific training aligns
IDEFICS 0.436 model representations with the target distri-
bution, enabling the classifier to weight meta-
data fields and visual information according
to their true relevance for virality. Together,
these factors produce a model that operates
meaningfully in a pre-publication setting.

Table 3: Fine-Tuned Multimodal Model F1 Scores

Both CLIP and IDEFICS, when fine-tuned
on Reddit-V, achieve significantly higher F1
scores than any zero-shot LLM (paired ¢-test,
p < 0.01). This gap highlights two key fac-
tors: From an application standpoint, the findings
suggest that content recommendation or cre-
ation tools should integrate lightweight fine-
tuning on representative examples rather than
relying exclusively on prompt engineering. It
is noteworthy, that prompt-based zero-shot
methods may still serve as rapid baselines or
for out-of-distribution checks, but they cannot
match the accuracy demanded by real-time
decision systems.

First, visual context carries non-redundant in-
formation that pure text prompts cannot con-
vey. Images capture tone, layout, and sub-
ject matter qualities that often trigger rapid
engagement but are invisible to text-only mod-
els. By incorporating image embeddings, our
fine-tuned baselines learn to associate visual
patterns (e.g., bright colors, human faces, or
recognisable memes) with higher likelihoods

of virality. oL
5 Limitations
Second, task-specific training calibrates the

model’s decision boundary around the pre- This work explores a narrow, well-defined
cise characteristics of our dataset. Zero-shot setup, and there are a few limitations worth
LLMs apply general language understanding keeping in mind. The models we evaluated
and may misinterpret metadata fields or fail were not specifically trained for virality pre-
to weigh them appropriately. In contrast, fine- diction. Since they were used in a zero-shot
tuning optimises feature representations and setting, their understanding of the task de-
classifier weights jointly, yielding a model that pended entirely on how they interpreted the
is sensitive to the combination of image cues prompt, without any exposure to examples or
and textual metadata most predictive of high fine-tuning.

engagement.

The prompt used in this work was kept fairly
structured: it included the post title and a
small set of metadata features. That design
made the evaluation process more consistent
across models, but it may have also con-
strained their ability to reason about factors
that do not fit neatly into structured inputs,
for example, whether the post touches on a
trending topic, reflects community sentiment,
or appears at a moment when the audience is
particularly active.

4.5 Discussion

The comparative evaluation shows a clear per-
formance gap between zero-shot LLMs and
fine-tuned multimodal models in predicting
Reddit post virality prior to any engagement.
Zero-shot LLMs achieve F1 scores around
0.33-0.40, indicating that general-purpose lan-
guage understanding alone cannot reliably in-
fer which posts will attract disproportionate

attention. In contrast, CLIP and IDEFICS The way in which we evaluated the perfor-
fine-tuned on Reddit-V exceed an F1 of 0.43, mance of the model is also something to keep
confirming that visual information and task- in perspective. To obtain a comprehensive
specific adaptation materially strengthen pre- comparison, we utilized F1 scores; however,
dictive power. this metric does not always capture the entire
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picture, particularly when one class presents
greater prediction difficulties or when certain
predictions are slightly inaccurate.

It is important to note that the data set was
constructed exclusively using Reddit content,
which implies that our results are related to
Reddit structure, user behavior, and engage-
ment signals. Other platforms, such as Twitter
or TikTok, function quite differently. Even the
way we defined virality (i.e. based on upvotes
and comments) captures just one version of
what ’going viral’ might look like, and there
is room to explore alternative approaches in
future work.

6 Conclusion

This paper introduces Reddit-V, a new dataset
designed specifically for research on natural
language processing (NLP)-based research
into social media virality prediction. Reddit-
V includes over 27,000 Reddit posts anno-
tated with titles, categories, sentiment, posting
times, and clearly defined virality labels. This
structured metadata allows for realistic evalua-
tions, where predictions must rely exclusively
on information available before users engage
with the posts.

We conducted initial evaluations using two
approaches. First, we evaluated several
instruction-tuned LLMs in a zero-shot sce-
nario, where the models predicted virality
based on textual content and pre-engagement
metadata only. Second, we fine-tuned two
multimodal models (i.e. CLIP and IDEFICS)
using both images and associated textual in-
formation. These models performed notably
better, demonstrating that visual context can
improve virality prediction compared to text-
only zero-shot methods.

Reddit-V, along with these baseline results,
provides a practical resource for researchers
aiming to improve virality prediction models.
Future studies can build upon this work by
exploring multimodal fusion strategies, richer
contextual embeddings, or improved prompt-
ing techniques. By openly releasing both the
dataset and our evaluation methods, our ob-
jective is to support reproducible advances in
understanding and predicting content virality
on social networks.
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Ethical Considerations

All data in this study were collected from pub-
licly available Reddit posts. No personally
identifying information (such as usernames or
email addresses) was retained in the dataset,
and analyses focused on aggregate metrics
(e.g., upvotes, comments). This approach min-
imizes potential risks to user privacy while
still enabling examination of engagement pat-
terns.
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