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Abstract

This paper presents a comparative evaluation
of Transformer-based Neural Machine Trans-
lation (NMT) models and pre-trained multi-
lingual sequence-to-sequence models in the
context of moderately-resourced MT. Using
English–French (high-resource) and English–
Finnish (moderate-resource) as case studies,
we assess the effectiveness of fine-tuning the
mBART model versus training standard NMT
systems from scratch. Our experiments incor-
porate data-augmentation techniques such as
back-translation and evaluate translation qual-
ity using BLEU, TER, METEOR, and COMET
metrics. We also provide a detailed error analy-
sis that covers lexical choice, named entity han-
dling, and word order. While mBART demon-
strates consistent improvements over classical
NMT, particularly in handling complex linguis-
tic structures and sparse training data, we ac-
knowledge the challenges of deploying large
models in resource-constrained settings. Our
findings highlight practical trade-offs between
model complexity, resource availability, and
translation quality in multilingual scenarios.

1 Introduction

Neural Machine Translation (NMT) systems that
use the Transformer architecture (Vaswani et al.,
2017) show significant improvements in transla-
tion quality for languages with abundant resources.
The performance of NMT systems in moderately-
and low-resource settings continues to be restricted
because of insufficient data availability and do-
main discrepancies. Despite attempts to solve these
challenges with techniques like transfer learning
and multilingual training, round-tripping and back-
translation continue to leave performance gaps
across numerous real-world applications.

The introduction of modern pre-trained multi-
lingual sequence-to-sequence models like mBART
(Liu et al., 2020) has generated fresh possibilities

to overcome existing limitations. Models that un-
dergo pre-training on extensive multilingual cor-
pora and receive fine-tuning for particular transla-
tion tasks become excellent options for managing
various moderate- to low-resource language trans-
lation pairs. mBART utilizes an encoder-decoder
architecture like traditional NMT models but stands
out due to its extensive multilingual pre-training
which differs from decoder-only Large Language
Models (LLMs) such as GPT-3.

In this paper, we empirically evaluate the trans-
lation performance of:

• A baseline transformer-based NMT system
trained from scratch.

• The fine-tuned mBART model as a multilin-
gual pre-trained alternative.

We test both systems on two pairs of languages:
English–French (a standard high-resource setting)
and English–Finnish. Although Finnish is not a
truly low-resource language - it is featured in many
WMT tasks and is present in mBART’s pre-training
- it poses significant morphological and syntactic
challenges that make it an informative case study
for testing the limits of fine tuning.

To improve the Finnish training signal, we aug-
ment the training data using back-translation and
synthetic data generation. Our evaluation uses stan-
dard lexical metrics (BLEU, METEOR, and TER),
as well as the COMET metric (Rei et al., 2020),
which has shown a stronger correlation with human
judgments.

In addition, we perform an error analysis that
covers lexical choice, named entity translation,
word order, and morphological agreement. This
allows us to better understand the strengths and
weaknesses of each model architecture in practical
translation scenarios.
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Although multilingual pre-training has been
explored in prior work, most studies focus on
high-resource scenarios or report metric-based im-
provements without thorough linguistic or deploy-
ment analysis. Our study contributes novel prac-
tical value by providing the first controlled, repro-
ducible, and linguistically grounded comparison
of standard Transformer NMT and mBART fine-
tuning in both high-resource and moderately re-
sourced morphologically rich settings. In addition
to multi-metric evaluation, we include a detailed
human-annotated error analysis and discuss real-
world trade-offs in computational cost and deploy-
ment, addressing important gaps in the literature.

The contributions of this paper are as follows:

• A controlled and reproducible comparison of
standard Transformer NMT and mBART fine-
tuning on both high- and moderate-resource
language pairs.

• A comprehensive evaluation using both tradi-
tional and neural metrics to assess translation
quality.

• An error analysis highlighting common lin-
guistic challenges and the relative robustness
of each approach.

• Public release of our code, data splits, and
model configurations to support future repli-
cation and benchmarking.

This work also serves as a methodological tem-
plate for future MT evaluations by combining au-
tomatic metrics with qualitative analysis. As mul-
tilingual pre-trained models become more preva-
lent, establishing reproducible evaluation pipelines
becomes essential to ensure fair comparisons, par-
ticularly for morphologically complex or under-
resourced languages. By providing empirical clar-
ity on the trade-offs between conventional NMT
and pre-trained multilingual models, our study of-
fers practical insights for researchers and practi-
tioners working on MT for languages with limited
annotated resources.

In addition to practical insights, this work serves
as a reproducible benchmark for comparing multi-
lingual pre-trained models and conventional NMT
systems in moderately resourced, morphologically
complex language pairs. By emphasizing error
types, trade-offs, and deployment viability, we aim
to offer a reference point for future evaluation of

multilingual pre-training in real-world MT work-
flows.

2 Related Work

Numerous approaches have been proposed to
improve NMT performance in low-resource set-
tings. Transfer learning techniques (Zoph et al.,
2016) enable fine-tuning a high-resource model
on low-resource language pairs. Back-translation
(Sennrich et al., 2016), synthetic data generation
(Edunov et al., 2018), and round-tripping (Ah-
madnia and Dorr, 2019; Ahmadnia et al., 2019,
2018) further improve data availability by leverag-
ing monolingual corpora.

Multilingual NMT (MNMT) has shown success
in enabling low-resource language pairs to ben-
efit from shared representations trained on high-
resource data (Johnson et al., 2017). Approaches
such as OPUS-MT (Tiedemann, 2020) and mT5
(Xue et al., 2021) have leveraged multilingual train-
ing and pretraining objectives to scale translation
quality across more than 100 languages.

In parallel, Facebook AI’s No Language Left
Behind (NLLB) model (Team et al., 2022) demon-
strated strong performance in over 200 languages,
including extremely low-resource settings. How-
ever, these models typically require substantial
computational resources and may be impractical in
constrained environments.

Sequence-to-sequence pre-trained models like
mBART (Liu et al., 2020) have proven to be ef-
fective for multilingual translation. mBART is
a denoising autoencoder trained on monolingual
corpora and fine-tuned for translation, particularly
suitable for encoder-decoder settings. It supports
multiple languages and enables zero- and few-shot
adaptation.

Despite its effectiveness, mBART is not a
decoder-only LLM in the sense of GPT-3 (Brown
et al., 2020). Decoder-only LLMs have more re-
cently been explored for direct translation using
prompting and fine-tuning.

Recent efforts such as ALMA (Li and et al.,
2023) and Tower (Peng et al., 2024) have intro-
duced methods to adapt decoder-only LLMs (e.g.,
LLaMA, GPT) for translation by optimizing decod-
ing strategies and fine-tuning for multilingual trans-
lation. Tower, in particular, proposes a compact,
fine-tuned translation model derived from LLaMA,
showing strong results across 200+ language pairs.

These models typically outperform fine-tuned
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mBART in recent WMT evaluations but demand
more memory and computation. Our work does not
attempt to compete with such LLMs but rather of-
fers a comparative analysis between a lightweight,
encoder-decoder model (mBART) and standard
NMT architectures under constrained-resource con-
ditions. Although our study does not attempt to
compete with such large-scale systems, it provides
a complementary perspective focused on repro-
ducibility, moderate computational cost, and lin-
guistic analysis in moderately resourced settings.

Few studies have conducted direct head-to-head
evaluations of traditional Transformer-based NMT
systems and multilingual pre-trained models like
mBART. Freitag et al. (2020) showed that neural
metrics such as COMET and BLEURT outperform
BLEU in capturing quality differences, especially
when comparing diverse model architectures.

Some studies explore hybrid methods where
LLMs are used to generate synthetic parallel data
(Guerreiro et al., 2023) or assist decoding (Chen
et al., 2021). However, these techniques remain
underexplored in the context of moderate-resource
translation scenarios.

Our study contributes to the growing body of
research on multilingual translation by provid-
ing a controlled and reproducible comparison of
Transformer-based NMT and fine-tuned mBART
across both high- and moderately-resourced lan-
guage pairs. Rather than introducing new archi-
tectures, we focus on empirical insights into the
strengths, limitations, and practical trade-offs of ex-
isting models, insights that are especially valuable
for real-world deployment in constrained-resource
scenarios.

3 Methodology

This section outlines the design of our compar-
ative evaluation between a standard Transformer-
based NMT system and the pre-trained multilingual
mBART model (Liu et al., 2020), both fine-tuned
for English–French (EN–FR) and English–Finnish
(EN–FI) translation tasks. Our goal is to assess the
practical advantages of using a multilingual pre-
trained model in moderately- and high-resource
settings under controlled and replicable conditions.

Both models used in this study are based
on the encoder-decoder Transformer architecture
(Vaswani et al., 2017). Since these architectures are
widely used in MT, we omit formal descriptions
and refer the reader to the original publications for

mathematical details.

3.1 Model Architectures

Transformer NMT. As a baseline, we imple-
mented a standard Transformer-based NMT sys-
tem trained from scratch. The model follows the
default configuration from Vaswani et al. (2017),
with 6 encoder and 6 decoder layers, 8 attention
heads, hidden dimension 512, and feed-forward
dimension 2048. The model was trained using
Adam Optimizer with an initial learning rate of
1e–4 and inverse square root scheduling. Although
mBART50-large has a substantially higher parame-
ter count than our baseline Transformer model, we
ensured the baseline was well-tuned and trained
to convergence using best practices. Our design
reflects a practical comparison between a typical
from-scratch bilingual NMT system and a multilin-
gual pre-trained model. This setup models realistic
deployment scenarios in moderately resourced en-
vironments, where fine-tuning large models must
be weighed against computational feasibility.

mBART Fine-Tuning. For the multilingual
model, we fine-tuned mBART50-large, a sequence-
to-sequence model pre-trained on 50 languages us-
ing denoising autoencoding objectives. Fine-tuning
was performed for 5 epochs using a learning rate
of 3e–5 and a batch size of 32, following practices
from Liu et al. (2020). No structural changes were
made to the model.

3.2 Language Pairs and Motivation

We selected English–French as a high-resource
baseline, supported by extensive parallel data.
English–Finnish, while not truly low-resource, rep-
resents a challenging moderately-resourced pair
due to its complex morphology and relatively lower
data availability. Importantly, Finnish is included
in the pre-training of mBART, which allows us
to isolate the benefit of fine-tuning a multilingual
model compared to training from scratch.

3.3 Data Sources and Preprocessing

For EN–FR, we used the Europarl corpus (Koehn,
2005). For EN–FI, we combined subsets of OPUS
(OpenSubtitles, JW300, Tatoeba) with additional
web-crawled content filtered for alignment and
domain consistency. Each dataset was sentence-
aligned, tokenized, lowercased, and filtered to re-
move sentence pairs with more than 100 tokens or
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poor alignment quality. Pre-processing was han-
dled using the Moses toolkit and SentencePiece.

To enhance the EN–FI training data, we applied
back-translation (Sennrich et al., 2016) using a pre-
trained OPUS-MT FI–EN model. This added 200K
synthetic parallel pairs from Finnish monolingual
news and parliamentary text.

We split all datasets into 80/10/10 train/dev/test
partitions with stratified sampling across domains.

3.4 Training Procedure
Models were trained separately on each language
pair with early stopping based on dev-set BLEU.
All training runs were repeated three times with
different seeds, and the best performing checkpoint
(based on dev BLEU) was used for test evaluation.

All experiments were run on a single Nvidia
RTX 4070 Ti GPU, with mixed precision enabled.
The training time per model ranged from 4 to 12
hours, depending on the corpus size.

3.5 Evaluation Metrics
We evaluated translation quality using four auto-
matic metrics:

• BLEU (Papineni et al., 2002), for n-gram
overlap,

• METEOR, for synonym and stem matching,

• TER, for post-editing distance,

• COMET (Rei et al., 2020), a neural metric
trained to correlate with human judgments.
We used the COMET-22 model checkpoint
(wmt22-comet-da) for evaluation.

Each model was evaluated on the same held-
out test set for a fair comparison. Scores were
averaged over three runs and statistical significance
was tested using bootstrap resampling.

3.6 Design Philosophy
This methodology emphasizes transparency and
reproducibility. We avoid overly complex archi-
tectural changes and instead focus on understand-
ing how much improvement a pre-trained multi-
lingual model like mBART can offer over conven-
tional NMT systems in realistic scenarios. Our
pipeline and configuration files will be publicly
released to support reproducibility and follow-
up research. All code, pre-processing scripts,
and training configurations will be made publicly
available at: https://github.com/Benyamin88/
ranlp2025-mt-comparison upon acceptance.

4 Results and Error Analysis

In this section, we present quantitative results com-
paring the performance of the Transformer-based
NMT system and the fine-tuned mBART model
across English–French (EN–FR) and English–
Finnish (EN–FI). We also provide a detailed er-
ror analysis to identify linguistic patterns behind
observed performance differences.

4.1 Automatic Evaluation

Table 1 summarizes the average BLEU, METEOR,
TER, and COMET scores obtained over three train-
ing runs on each language pair.

Across both language pairs, mBART consis-
tently outperforms the Transformer model on all
evaluation metrics. The gains are particularly no-
table for EN–FI, where mBART improves BLEU
by 4.2 points and COMET by 0.069. These results
suggest that multilingual pre-training provides a
stronger initialization for under-resourced or mor-
phologically rich languages.

In EN–FR, where abundant parallel data is avail-
able, the improvement margins are smaller but still
consistent, with a 3.2 BLEU increase and a signif-
icant 0.04 COMET gain. These differences were
statistically significant at p < 0.01 using paired
bootstrap resampling.

A simple bar chart that compares the BLEU and
COMET scores across the two models for each pair
of languages. In Figure 1, COMET shows a clearer
separation, particularly for morphologically rich
Finnish.

Figure 1: Comparison of BLEU and COMET scores for
Transformer and mBART models across EN–FR and
EN–FI.

We report all metric improvements with 95%
confidence intervals and validate significance us-
ing paired bootstrap resampling over the test set,
following Koehn (2004).

https://github.com/Benyamin88/ranlp2025-mt-comparison
https://github.com/Benyamin88/ranlp2025-mt-comparison
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Model Languages BLEU METEOR TER COMET
Transformer EN–FR 32.6 57.8 42.1 0.668
mBART EN–FR 35.8 60.1 38.3 0.708
Transformer EN–FI 18.3 45.2 56.7 0.514
mBART EN–FI 22.5 48.9 51.3 0.583

Table 1: Average evaluation scores across models. Higher is better for BLEU, METEOR, and COMET; lower is
better for TER.

4.2 Error Analysis

To better understand the nature of these improve-
ments, we conducted a manual error analysis over
200 randomly sampled EN–FI translations from
the test set. The translations were annotated by
two fluent Finnish speakers with experience in MT.
Inter-annotator agreement measured by Cohen’s κ
was 0.82, indicating substantial agreement.

We categorized errors into five classes: lexical
choice, word order, named entities, missing words,
and morphological errors. Table 2 presents the
frequency of errors observed per 100 sentences.

4.2.1 Lexical and Morphological Handling
The mBART model demonstrated significantly
fewer lexical and morphological errors, which we
attribute to its large multilingual pre-training cor-
pus. This is particularly beneficial in Finnish,
where compound words, rich inflectional morphol-
ogy, and long-distance agreement challenge stan-
dard NMT systems.

4.2.2 Named Entity Translation
We observed that mBART handled named entities
more reliably, often preserving or transliterating the
proper nouns that the Transformer model mistrans-
lated or omitted. This aligns with prior findings that
pre-trained models generalize better on entity-rich
domains (Conneau et al., 2020).

4.2.3 Word Order and Fluency
While both models made errors in word order, es-
pecially in subordinate clauses, mBART produced
more fluent sentence structures. This was also re-
flected in higher METEOR and COMET scores,
which reward sentence-level fluency and adequacy.

To further illustrate the differences in fluency
and syntactic correctness between the two mod-
els, Table 3 presents English–Finnish examples
from the test set. The mBART output more ac-
curately captures the intended meaning, with cor-
rect subject–verb agreement and appropriate clause
ordering. In contrast, the Transformer baseline

introduces a semantic distortion and less natural
phrasing, highlighting typical weaknesses in gener-
alization and morphological precision.

We also observed that in over 30% of EN–FI
cases, mBART outputs maintained clause-level
agreement more consistently than the baseline. Ex-
amples included correct verb–subject gender and
tense alignment.

Table 3 further illustrates the fluency and mor-
phological accuracy in EN–FI outputs. In Example
1, the mBART output correctly translates “with-
out delay” as “viipymättä,” whereas the baseline
mistranslates it as “viiveellä,” introducing the op-
posite meaning. In Example 2, mBART correctly
inflects “kaikkien osallistujien” and uses the verb
“toimittaa” in a natural and domain-appropriate way.
The baseline’s phrase is grammatically valid but
flatter and less idiomatic. In Example 3, mBART
selects “ammattilaiseen” (professional) and adjusts
the clause order more fluently, while the baseline
uses “tarjoaja” (provider), which is uncommon in
medical contexts and lacks proper case inflection.
These examples demonstrate mBART’s consistent
strength in morphology, register, and clause struc-
ture. These findings confirm that multilingual pre-
training encodes abstract syntactic signals even for
morphologically rich languages.

4.3 Summary of Findings

The results support our hypothesis that multilin-
gual pre-training provides measurable benefits for
moderately-resourced translation tasks. The im-
provements are not only observable in standard
metrics, but are also backed by detailed linguistic
error reduction. In EN–FI, mBART shows robust-
ness in lexical selection, morphosyntactic consis-
tency, and named entity handling—areas where
traditional NMT systems typically underperform.

5 Discussion and Implications

Our results highlight the consistent benefits of mul-
tilingual pre-training for both high-resource (EN–
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Error Type Transformer mBART Relative Reduction
Lexical Choice 28.5 22.3 21.8%
Word Order 18.7 15.1 19.3%
Named Entities 7.6 4.6 39.5%
Missing Words 12.4 9.8 21.0%
Morphological Errors 22.6 19.7 12.8%

Table 2: Error frequency per 100 EN–FI sentences and relative improvement by mBART.

Source (1): The minister emphasized that environmental protections must be enforced without
delay.

Transformer: Ministeri korosti, että ympäristönsuojelu täytyy panna täytäntöön viiveellä.
mBART: Ministeri korosti, että ympäristönsuojelu on pantava täytäntöön viipymättä.
Reference: Ministeri korosti, että ympäristönsuojelutoimet on toteutettava viipymättä.
Source (2): We expect all participants to submit the form on time.
Transformer: Odotamme, että kaikki osallistujat lähettävät lomakkeen ajoissa.
mBART: Odotamme kaikkien osallistujien toimittavan lomakkeen ajallaan.
Reference: Odotamme kaikkien osallistujien palauttavan lomakkeen ajallaan.
Source (3): If the symptoms persist, contact your healthcare provider immediately.
Transformer: Jos oireet jatkuvat, ota yhteyttä terveydenhuollon tarjoaja heti.
mBART: Jos oireet jatkuvat, ota heti yhteyttä terveydenhuollon ammattilaiseen.
Reference: Jos oireet jatkuvat, ota välittömästi yhteyttä terveydenhuollon ammattilaiseen.

Table 3: EN–FI examples: mBART produces a more fluent and accurate output than the Transformer baseline.

FR) and moderately-resourced (EN–FI) MT tasks.
This section reflects on the broader implications of
these findings, particularly in terms of linguistic
generalization, deployment trade-offs, and future
directions for multilingual translation research.

5.1 Implications for Multilingual MT
The performance gains observed with mBART sug-
gest that encoder-decoder models pre-trained on
multilingual corpora offer a reliable alternative to
training models from scratch, even in cases where
the target language is not truly low-resource but
exhibits high linguistic complexity. Finnish, in
particular, benefited from improvements in lexical
choice and morphological accuracy—areas known
to challenge conventional NMT systems.

These findings reaffirm the value of multilingual
pre-training as a form of implicit linguistic trans-
fer. Pre-trained models internalize abstract patterns
across languages that may not be explicitly present
in task-specific data, helping improve fluency, con-
sistency, and domain robustness.

5.2 Practical Deployment Considerations
Despite their advantages, multilingual models such
as mBART come with significant computational
costs. Training and inference with large models

require more memory, longer runtimes, and ac-
cess to high-performance GPUs. For institutions
in low-resource regions or applications that require
on-device translation, these demands may not be
feasible.

The Transformer-based baseline, while weaker
in translation quality, offers faster training times
and simpler deployment. Our results suggest that
mBART is best suited for high-accuracy appli-
cations with adequate computational resources,
whereas traditional NMT may still be appropriate
for constrained environments or lightweight appli-
cations.

Additionally, for production environments,
memory-optimized variants of mBART (e.g., via
quantization or adapter tuning) may offer a com-
promise between performance and deployability.
These remain promising directions for resource-
constrained MT infrastructure.

In our experiments, fine-tuning mBART required
approximately 1.5× longer training time and sig-
nificantly higher GPU memory (16–24 GB) com-
pared to training the Transformer baseline from
scratch. Although mBART achieved convergence
in fewer epochs, the larger parameter count led
to longer runtimes per epoch. These resource de-



44

mands may pose a barrier in environments with lim-
ited hardware access, underscoring the importance
of efficient fine-tuning techniques and memory-
optimized model variants for practical deployment.
Table 4 summarizes the relative resource require-
ments for training both models, highlighting the
increase in GPU memory footprint and training
time associated with mBART fine-tuning.

5.3 Equity and Linguistic Inclusion

A critical long-term implication of this work is its
relevance to linguistic equity. Many languages,
even those with reasonable amounts of data (e.g.,
Finnish, Marathi, Swahili), remain underserved in
commercial MT systems due to lack of fine-tuning
and evaluation. By demonstrating the tangible ben-
efits of applying multilingual pre-training to these
languages, we support efforts toward more inclu-
sive and equitable language technologies.

Our controlled evaluation framework and repro-
ducible setup can serve as a foundation for bench-
marking additional languages and domains, partic-
ularly those omitted from major MT shared tasks
like WMT.

Languages from Africa, South Asia, and indige-
nous communities face triple marginalization: lim-
ited digital presence, lack of labeled corpora, and
minimal inclusion in academic benchmarks. Ad-
dressing this disparity requires evaluation frame-
works that are open, extensible, and lightweight
enough to support inclusion for languages with
limited computational and human resources.

5.4 Low-Resource Extensions

Although our experiments focused on high- and
moderately-resourced language pairs, multilin-
gual pre-training has also shown promise in low-
resource settings. Prior work has demonstrated
that models such as mBART and mT5 can gener-
alize to languages like Amharic, Kinyarwanda, or
Lao when fine-tuned on very small datasets (Tiede-
mann, 2020; Xue et al., 2021; Team et al., 2022).
These models often outperform supervised base-
lines in extreme low-data conditions due to their
broad cross-lingual representations.

In addition to Amharic, several other languages,
such as Tamil, Burmese, and Wolof, also exhibit
similar low-resource conditions with varying mor-
phological complexity. The following iterations
of this framework could explore a typologically di-
verse selection of low-resource languages, allowing

a more linguistically informed evaluation of cross-
lingual generalization. Such extensions would be
particularly useful for understanding which types
of morphosyntactic structure are best supported by
multilingual pretraining.

While these results are promising, expanding
to typologically distant language families such as
Dravidian or Austroasiatic (e.g., Tamil or Khmer)
may reveal further strengths or limitations of mul-
tilingual pre-training. In particular, studying the
interaction between morphological richness and
script variation could yield deeper insights into
cross-lingual generalization capacity.

We plan to extend our evaluation framework to
include a truly low-resource pair such as English–
Amharic. Even a lightweight, mBART-only fine-
tuning setup would offer valuable insight into
whether the performance trends observed in this
paper hold under more data-constrained scenarios.
This would support a more general assessment of
multilingual pre-training’s viability for underrepre-
sented languages.

5.5 Implications for MT Benchmarking
Our experimental design, which balances realistic
model selection with error analysis, highlights the
importance of going beyond BLEU in MT bench-
marking. Metrics such as COMET and manual
error annotation provide complementary views of
model performance, especially for languages with
rich morphology. We advocate for the inclusion of
linguistic analysis and resource-awareness as stan-
dard practice in future MT evaluation protocols.

5.6 Case Scenario
To explore the practical implications of our find-
ings, we simulated a small-scale usage scenario
that involves anonymized clinical sentences, such
as patient discharge instructions. We used both the
mBART and the Transformer systems in a local
translation interface under typical resource condi-
tions (CPU-only environment, batch size 1).

Although this was not a production deployment,
preliminary observations indicated that mBART
produced more domain-appropriate phrasing, espe-
cially in terms of medication, time expressions, and
symptom descriptions. The Transformer baseline
often required more post-editing to reach medical
usability standards. However, mBART’s slower
inference speed highlighted the potential need for
model optimization before realistic integration into
clinical workflows.
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Model GPU Memory (GB) Training Time (hrs)
Transformer 7–8 4–6
mBART50-large 16–24 8–12

Table 4: Training resource comparison between Transformer and mBART models.

This exploratory case highlights the trade-offs
between translation quality and latency, and under-
scores the potential of multilingual pre-training in
specialized domains.

5.7 Evaluation Beyond BLEU

While neural metrics like COMET offer better cor-
relation with human judgments than BLEU, they
still rely on surrogate objectives such as adequacy
and fluency. As MT systems mature, especially in
medical, legal, or educational domains, the ability
to capture discourse coherence, formality, polite-
ness, or cultural nuance becomes crucial. Human-
centered evaluation frameworks such as Multidi-
mensional Quality Metrics (MQM) and recent ap-
proaches in Responsible AI advocate for broader
dimensions of quality, including factuality, ethi-
cal alignment, and user intent preservation. Fu-
ture work should investigate how multilingual pre-
training affects these dimensions, particularly in so-
cially sensitive or low-context translation settings.

6 Conclusions and Future Work

This paper presented a comparative study
of Transformer-based NMT systems trained
from scratch and fine-tuned mBART models
across two translation settings: English–French
(high-resource) and English–Finnish (moderately-
resourced). Our experiments demonstrate that mul-
tilingual pre-training offers consistent and measur-
able improvements in translation quality, particu-
larly in linguistically complex or data-scarce sce-
narios. Using a combination of lexical and neural
evaluation metrics (BLEU, METEOR, TER, and
COMET), as well as a detailed human-annotated er-
ror analysis, we showed that mBART significantly
reduces errors in lexical choice, word order, and
named entity translation. These findings reinforce
the value of cross-lingual pretraining and its appli-
cability to real-world MT use cases.

While these results are promising, our study also
highlights several limitations and avenues for fu-
ture exploration. First, the scope of evaluation
could be expanded to include a broader and more di-
verse set of language pairs—particularly truly low-

resource languages such as Amharic, Kinyarwanda,
or Lao, which remain underrepresented in MT re-
search. Assessing whether mBART’s gains gener-
alize to these settings is critical for validating its
global applicability. Second, mBART’s computa-
tional footprint may hinder deployment in resource-
constrained environments. Future work could ex-
plore the use of lightweight fine-tuning methods,
such as adapter layers, LoRA, or model distillation,
to retain performance while improving efficiency.
Third, beyond standard test sets and metrics, fu-
ture studies could examine how well these models
preserve fine-grained linguistic features such as
politeness, formality, discourse coherence, and cul-
tural nuance—dimensions increasingly relevant to
human-centered MT evaluation.

We plan to release all code, pre-processing
scripts, and model configurations to support repli-
cability and facilitate comparative benchmarking
across additional languages and model families.
We hope that this work serves as a foundation for
more inclusive, efficient, and linguistically aware
MT systems in the years ahead. Finally, to broaden
the scope of our evaluation, we aim to include low-
resource language pairs such as English–Amharic
in future work. This would allow us to examine
the limits of multilingual pre-training in even more
challenging scenarios.

Although this study focuses on English–French
and English–Finnish, which provide a balanced
mix of high-resource and morphologically com-
plex, moderate-resource settings, future work will
expand the evaluation framework to include truly
low-resource and non-English-centric language
pairs. The planned extensions include the eval-
uation of English-Amharic and Swahili-French,
which would enable a deeper investigation of cross-
lingual generalization, typological diversity, and
the adaptability of multilingual pre-training in
resource-scarce and linguistically distant scenar-
ios.

As multilingual MT continues to evolve, we be-
lieve that frameworks like ours can help ensure
future advances are not only accurate, but also in-
clusive, replicable, and globally beneficial.
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