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Abstract

As the use of generative Al tools in journalis-
tic writing becomes more common, reporters
have expressed growing concerns about how it
may introduce bias to their works. This paper
investigates how the integration of large lan-
guage models (LLMs) into journalistic writing,
both as editors and independent ‘authors’, can
alter user perception of bias in media. We show
novel insights into how human perception of
media bias differs from automatic evaluations.
Through human evaluations comparing origi-
nal human-authored articles, Al-edited articles,
and Al-generated articles, we show that while
LLMs rarely introduce new bias and often trend
towards neutrality, this supposedly ‘safe’ be-
havior can have harmful impacts. This is most
observable in sensitive human rights contexts,
where the AI’s neutral and measured tone can
reduce the representation of relevant voices and
present misinformation in a more convincing
manner. Furthermore, we demonstrate the ex-
istence of previously unidentified patterns that
existing automated bias detection methods fail
to accurately capture. We underscore the criti-
cal need for human-centered evaluation frame-
works in Al-assisted journalism by introducing
human evaluations and contrasting against a
state-of-the-art automated bias detection sys-
tem.

1 Introduction

The increasing reliance on generative Al tools in
journalism (New, 2024) has sparked substantial de-
bate concerning the biases these models introduce
or reinforce in news narratives. While Al offers
efficiency in content creation, editing, and revision,
it also introduces risks including hallucinations (Ji
et al., 2023), stereotype reinforcement (Kotek et al.,
2023), and inadvertent exclusion of marginalized
voices (Gillespie, 2024). These significant flaws
substantially damage the integrity and reliability of
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Figure 1: The process through which we evaluate how
LLMs impact reader perception of articles. We first
construct a dataset of human-authored articles and ask
the Al to edit them or generate a new article on the same
topic. These articles are then anonymized and passed to
human annotators to rate bias. We then observe how the
introduction of Al changes the perceived bias.

publishing companies that seek to introduce these
tools to their work.

Existing studies primarily utilize automated met-
rics to quantify bias (Gallegos et al., 2024a), over-
looking some subtle yet impactful biases that influ-
ence human readers. Such algorithmic approaches
can inadequately address the complexity of bias in
real-world contexts (Morini-Marrero et al., 2025).
This is especially relevant in journalism where
reader perception heavily affects the impact of pub-
lished content (Sultan et al., 2024).

To address these limitations, our study examines
how the inclusion of generative Al, as both editor
and independent writer, affects human-perceived
bias across political (Wei et al., 2023), racial (Lim
and Pérez-Ortiz, 2024), and gender (Kotek et al.,
2023) dimensions in journalism that Al often strug-
gles with. We conduct human evaluations (as pre-
sented in Figure 1) of human-written, Al-edited,



and Al-generated news articles, complemented by
comparisons against an advanced automated bias-
detection model. Our analysis reveals critical in-
sights: generative models consistently shift content
toward neutrality (Askell et al., 2021), often inad-
vertently diluting critical perspectives on human
rights and minority issues or leading to heightened
perceived biases. Additionally, we demonstrate the
inadequacy of existing automated tools in capturing
these nuanced human perceptions, underscoring the
necessity of human-in-the-loop evaluations.
This paper makes three primary contributions:

1. We contrast Al-generated and Al-edited arti-
cles to illustrate significant differences in how
generative tools influence journalistic content

4.

2. We expose gaps in current automated bias de-
tection methods, emphasizing the need for
more sophisticated human-aware evaluation
techniques (§ 5).

3. We discuss how the practice of introducing
LLMs to journalism can harm both consumers
and producers of media (§ 6).

The remainder of the paper proceeds as fol-
lows: Section 2 reviews related work and describes
our motivation for human analysis and defines
the forms of bias studied. Section 3 presents the
datasets and preprocessing techniques applied in
this study. Section 4 describes the results and anal-
ysis of our human annotators, while Section 5 com-
pares those results against a LLM-based evaluation.

2 Related Works

Human-Evaluation Numerous studies find that
Al-based ratings align strongly with expert annota-
tors in professional tasks such as literature analy-
sis (Chiang and Lee, 2023) or nephrometry scores
(Heller et al., 2022). However, performance drops
when a model is tasked with more subjective or
unprofessional evaluations (Morini-Marrero et al.,
2025). For a task such as media evaluation, this
is a major concern. The majority of consumers
are non-experts and strict evaluations may fail to
capture how readers actually consume articles.
The majority of people are not fair evaluators,
particularly when it comes to media. Numerous
features influence vulnerability to misinformation
(Sultan et al., 2024). Furthermore, bias indicators

can actually enhance a reader’s own bias (Bruch-
mann et al., 2023). This suggests that evaluating
how consumers perceive bias in media may not be a
simple task. Due to this, many studies of media still
rely on survey ratings, whether to confirm external
ratings (French et al., 2025) or as an independent
form of evaluation (Thurman et al., 2025).

As such, unlike most prior research into this
topic (Gallegos et al., 2024a; Gillespie, 2024; Lim
and Pérez-Ortiz, 2024), we elect to use human an-
notations instead of automatic evaluation. Media
consumption is not a professional task and is heav-
ily influenced by perception, suggesting that al-
gorithmic evaluations may perform poorly. Ergo,
unlike many prior studies that apply algorithmic
evaluation to this task, we introduce annotators to
capture more accurate interpretations.

Scope of Biases Studied We identify three pri-
mary forms of bias that are consistently demon-
strated throughout prior research and are easily
identifiable within papers by untrained annotators.

First, we discuss the political lean of an article.
The traditional left-right dichotomy describes the
amount of influence the government has over indi-
vidual lives, where the left pushes for governmen-
tal interference to improve lives and the right ar-
gues for more freedom from government influence
(Caprara and Vecchione, 2018). Unfortunately, due
to the United States’ extremely partisan politics,
these factors have also been collated with a variety
of shared beliefs over topics such as immigration
(Rodrik, 2021) and abortion (Osborne et al., 2022),
resulting in the traditional meaning of ‘left’ and
‘right” no longer describing their corresponding po-
litical parties (Castles, 1982). Thus, we expect our
primarily US-based participants will likely rate arti-
cles based on the positions of those parties. Gener-
ative Al has also demonstrated a slight left-leaning
bias towards governmental interference as well as
the democratic party (Motoki et al., 2024).

We also describe forms of racial bias. For the
purpose of our survey, we consider forms of dis-
crimination against underprivileged groups based
on ethnicity or perceived ethnicity to be racial bias
(Naicker and Nunan, 2023). While some human-
written media demonstrates this form of bias ex-
plicitly (Langley, 2024), LLMs tend to avoid being
so blatant (Haim et al., 2024). Instead, they match
the overall trend towards more implicit bias, often
through stereotyping or a lack of presentation.

Finally, we study gender bias. We consider gen-



der bias to be any form of discrimination based on
gender. This category includes stereotypes of men
and women, as well as discrimination of transgen-
der individuals. Similar to racial bias, this has been
very explicit in media (Moazami, 2023) while more
neutral articles and generative models tend towards
stereotyping (Kotek et al., 2023).

In contrast to prior research, we apply both an al-
gorithmic evaluation method and layman annotator
ratings. Since quantitative and qualitative evalua-
tions of bias have proven effective in other areas
(Gadiraju et al., 2023), we introduce similar ele-
ments to media analysis. We find that while auto-
mated systems are effective, they are unsuccessful
at capturing some patterns in human evaluation.

3 Preprocessing and Data Collection

To identify articles that would show the forms of
bias we discuss, we took a multi-step process of
human annotation on the Webz.io News Dataset
(Geva). This dataset contains 60k articles at time
of access, collected from 2023 to 2024 across mul-
tiple countries. Articles are then grouped into 15
categories based on content. This includes topics
such as “Environment", “Sport", and “Disaster".
These are often grouped into ‘positive’ and ‘nega-
tive’ folders, referring to the position took on the
matter.

Selecting Articles We first identify relevant sub-
categories that would cover human rights: “Pol-
itics", referring to news about politics, “Human
Interest", which discusses aid to those in need,
and “Social Issue", targeting specific wide-ranging
moral concerns. 20 articles are randomly sampled
from each of these categories, both positive and
negative, as a part of our initial set. We add an ad-
ditional article from each other category to demon-
strate model performance on less biased writing.

Since we are asking a relatively small number
of annotators to read and review these articles, we
manually choose 11 that we believe give reasonable
coverage of the various forms of bias measured.
While this can limit generalizability, this enables us
to collect multiple reviews of each article without
requiring our annotators reading an unreasonable
amount. We believe this tradeoff to be worthwhile
as it reduces the impact of interrater reliability.

LLM-produced Articles and Preprocessing To
generate our set of Al-edited articles, we direct the
model to take the role of an editor at a publish-

ing company and then provide it with the original
text. This generally results in similar content to
the original, though often with small changes. In
order to create our set of Al-generated articles, we
have the model take the role of a writer and prompt
it to write its own paper on the same topic as the
original. Prompts are run through GPT-40, as it is
a publicly available model being used in a variety
of settings.

Preprocessing and Anonymization To ensure
the articles would not be easily identified as Al-
generated, we manually make slight corrections
to characters and formatting choices the language
model made. The majority of these are fixing the
repeated use of asterisks and different characters
being used as apostrophes. Indentation changes are
also made to bring the articles more in line with
those that were human-written. We do not make
any modifications to change the generated textual
content. Then, for each article, the raw text is
placed within a document with a random name
to prevent identifying Al-produced and human-
produced papers.

3.1 Measuring Bias

To evaluate the bias, we create a survey form that
asked participants to label each article on 5 met-
rics: gender bias, racial bias, political bias, article
tone, and percieved factuality. We define bias as
actions against protected attributes (Gallegos et al.,
2024b). This means that there should not be harm-
ful statements made against minorities, and that
those groups should be represented in relevant dis-
cussions. What qualifies as a ‘harmful position’
may vary between different groups, but common
examples are stereotypes and slurs.

We collect 6 participants through convenience
sampling and provide them with the articles in a
random order. For each article, they are asked to
rate them on a bipolar Likert scale going from -3
to 3. Each metric also had a different description
to provide the participants clarity on what the scale
represented.

Likert scales are widely accepted in researching
human behavior and have been used for psychology
(Fliickiger et al., 2016), education (Harpe, 2015),
and bias analysis (Snipes et al., 1998). Addition-
ally, it is also the structure used in the LLM-based
method we compare human evaluations against
(Watts et al., 2024). While that method elected to
provide a 11-point Likert scale, we reduce it to a



7-point scale. Since these scales have issues with
reliability and completion time (Dolnicar, 2021),
we believe that reducing the number of options
should make the process significantly easier for our
annotators.

3.2 Defining Bias

When considering gender and racial bias, the scale
is described as going from bias against a group to a
neutral position to supporting the group in question.
A major defining factor is the terms and represen-
tation of the relevant minorities. For example, dis-
cussing immigration without considering the racial
minorities that are involved would be considered
a ‘0’ by default. However, referring to them with
aggressive terms like ‘invaders’ tips that towards
a ‘-3’ rating. In contrast, a ‘+3’ could be an arti-
cle that uses quotes from the impacted population.
Ultimately, this rating of bias considers whether rel-
evant voices are heard and what tone is taken with
those groups. It is worth observing that a rating
of 0 is far closer to the metrics measured in prior
studies. Such articles are representing the majority
view and may rely on less harmful stereotypes.
Additionally, we measure political bias and ar-
ticle tone with a similar scale. Political bias is
defined with -3’ to be left leaning and ‘+3’ right-
leaning. These values are selected to make the in-
terface more intuitive, as ‘-3’ is on the left. Article
tone had ‘-3’ represent a negative tone, such as frus-
tration or disdain, while ‘+3’ represents positive
tones of celebration and excitement. This captures
the attitude the article took on the content and the
emotions that annotators felt it is trying to provoke.
Finally, we include a perceived factuality rating.
This is meant to indicate whether citations were
used and the content of an article is coherent and
reasonably truthful. This metric demonstrates how
likely the LLM is to introduce hallucinations to
the articles. ‘-3’ represents an unconvincing article
lacking citations, ‘0’ represents a seemingly realis-
tic paper that lacks citations, or an unrealistic one
that had citations. ‘3’ represents a well-written pa-
per that appears truthful and had relevant citations.

4 Results & Analysis

We observe in Table 1 that there are a few con-
sistent patterns across almost every form of bias.
Notably, we observe that the LLM makes substan-
tial efforts to maintain a neutral position. This
is reflected in originally negative articles moving

more positive, while originally positive articles be-
come more negative. Additionally, every metric
had high variance. This largely stems from aver-
aging both positive and negative together, creating
a distance between the two and artificially inflat-
ing the variance. Additionally, Likert scales are
rather unreliable (Dolnicar, 2021), so a significant
degree of variance is to be expected. Annotators
will naturally have a variance in rating depending
on a number of factors, including their own back-
ground and how thoroughly they read the article.
Despite these limitations, however, averaging still
gives us a better understanding towards the general
trend of the model’s behavior.

Racial Bias Trends Towards Neutrality Let us
now look to racial bias to assess those trends. We
observe a positive average shift, which is a good
thing. However, there’s also a significant negative
shift in articles that were already positive. This is
an issue, since it suggests the removal of relevant
voices from articles. While the effect is lessened
when an Al is only editing, there is still a concern-
ing shift away from representation. On the other
hand, articles that were hostile to minorities are
dialed down by a much larger degree.

Gender Bias Affected in Edits Similar patterns
can be observed in gender bias. However, there
is significantly less of a positive shift on average.
Together with the insignificant shift of already-
positive values, these suggest that the model will
more often leave such voices untouched but will
do less to correct bias against them. Also, to con-
trast with racial bias, gender bias shows a signif-
icant decrease between Al-edited articles and Al-
generated ones. This highlights why analyzing
how LLM’s write collaboratively is important. The
model shows significantly less bias against gender
minorities when relying on another’s work, but the
bias observed in prior papers (Kotek et al., 2023)
is observable when it is told to generate its own

paper.

Political Bias is Left-leaning We are also able
to recreate the slight left-leaning position LLM’s
take (Motoki et al., 2024) politically. Particularly
in Al-generated text, it generally has a negative
trend. This is especially noticeable in already left-
leaning articles where the Al often made only small
changes in position when generating its own article.



Form of Bias Al Action | Average Shift Variance Negative Shift Positive Shift
Racial Edited 0.312 0.983 0.75 (0.40) -0.125 (0.69)
Racial Generated 0.23 0.695 1.0 (0.25) -0.417 (0.42)
Gender Edited 0.174 1.252 0.875 (0.38) 0.0 (0.70)
Gender Generated -0.024 1.236 0.75 (0.38) -0.333 (0.37)

Political Edited -0.008 1.098 0.708 (0.02) -0.75 (0.07)
Political Generated -0.106 0.799 0.25 (0.11) -1.0 (0.14)
Tone Edited 0.052 0.648 0.575(0.19)  -1.167 (0.08)
Tone Generated 0.488 0.562 0.583 (0.09)  -0.167 (0.51)
P. Factuality Edited 0.297 0.714 1.25 (0.13) 0.3 (0.83)
P. Factuality =~ Generated -0.405 0.736 0.75(0.12)  -0.917 (0.003)

Table 1: A summarization of the change in ratings between human-written data and the ratings of those articles
after Al intervention. The rating of an article is the average of its ratings from each reviewer. The average shift
and variance are of the aggregation across all of the articles. The negative and positive median shift represent how
significantly values that were originally negative or originally positive shifts after introducing Al. A visualization of
these metrics can be observed in 2. These shifts often have the opposite sign of the original value as the Al moves
towards a neutral position. These median shifts also include the p-value from the Wilcoxon Signed-Rank test to

show how statistically reliable the shifts are.

In general, the model pushes most forms of bias towards a more neutral position. This can be observed in the
negative median shift being positive, and vice versa for the positive median shift. Additionally, Al-edited papers
often show significantly less bias than purely Al-generated papers. Finally, while Al-generated articles are perceived
as less factual, Al-edited articles are actually seen as more factual than their originals.

Article Tone is Positive Tone of ‘voice’ also
demonstrates an interesting pattern, albeit in the op-
posite direction according to our scale. Al-Edited
articles show changes towards neutrality, but those
the LLM generated are overwhelmingly more pos-
itive. Positive ratings - polite or enthusiastic - are
changed minimally while hostile articles are made
more neutral.

Perceived Factuality Increases in Edits Most
interestingly, perceived factuality demonstrates a
very interesting phenomena. As expected, articles
that are purely Al-generated show a significant
negative shift in factuality, seeming less truthful
and less reasonable. However, those that are sim-
ply edited by the model show a positive shift even
when they were originally rated positively. This
highlights an interesting pattern where the model
is able to make poorly phrased arguments sound
more reasonable to our participants.

4.1 Tone Impacts Perception

One of the concerns we raised regarding prior stud-
ies is that algorithmic analysis may fail to capture
reader experience. Our results suggest that the way
a statement is phrased can impact how users inter-
pret it. This can strongly be observed in Figure
3. While no causation is inherently implied by the
upwards trend, polite articles are often perceived
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Figure 2: The Gender Bias ratings of Al generated
articles corresponding to the fourth row of Table 1. The
negative shift is measured by the median shift on the
left, where values were originally negative. Similarly,
the positive shift is measured by the median shift on the
right.

as more truthful. Notably, this also held true to
a lesser degree with Al-generated articles. Per-
ceiving warmth and politeness as believable is an
observed behavioral phenomena (Demeure et al.,
2011), suggesting that the pattern we observe likely
has an element of causality.

This has significant implications towards reader
experience and evaluation of LLMs. There is
strong correlations between demographic bias and



tone in both human-written and Al-processed arti-
cles. This provides us solid reason to believe that
while LLMs may be able to decrease bias, they
seem good at making potentially harmful informa-
tion sound believable. This is a significant potential
harm that has no existing evaluative measure. Addi-
tionally, this shows that current algorithms are not
equipped to properly capture how humans interpret
media.
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Figure 3: The factuality participants rated, plotted
against the perceived tone of the article. Both human-
written and Al-edited articles show a significant up-
wards trend.

5 Contrasting Automated Results

While most metrics to measure bias are well-
defined and therefore limited, there do exists tools
that may be capable of recognizing the nuances that
humans do. LLMs have demonstrated incredible
performance at complex tasks, so it seems reason-
able to think they would do the same here. As
such, we turn to one such example (Watts et al.,
2024) that has been used as a tool to aid people
in assessing media bias (Wang et al., 2025). We
made slight modifications to the prompts provided
by this architecture to bring them in line with our
own scales, most notably shifting from an 11-point
bipolar scale to a 7-point one. This architecture is
then provided the same information as the human
annotators. Additionally, we modify the ‘political
lean‘ prompt to measure gender and racial bias by
replacing examples appropriately.

As observed in Table 2 the performance is disap-
pointing. The LLM-based tool is unable to produce
the same ratings our human annotators did. While
it provides quick and easy assessments of bias, it
does not appear to be usable if we wish to simulate

human analysis. Unfortunately, this leaves us with-
out an efficient way to assess the complex interplay
of factors that go into media consumption.

In addition to quantitative failures, we also ob-
serve some qualitative patterns that provide some
reasoning for the failure of the model. Interestingly,
the LLM may take a similar approach to other algo-
rithmic patterns and try to measure the occurrences
of words. This can be observed in the way it rates
an article describing ‘sexism, racism, homophobia,
and transphobia’ as ‘arbitrary’ and fictional equal
to one that is discussing how those behaviors are
wrong. This is emphasized by its inability to un-
derstand article tone, rating the vast majority of
articles significantly lower than the human annota-
tors.

Furthermore, the model rates almost every neu-
tral article to be ‘left-leaning’. We speculate that
this could be a demonstration of the model’s own
bias (Motoki et al., 2024) interpreting neutral and
truthful articles as in-line with its own ‘beliefs’, and
would heavily suggest further research into this pat-
tern. Despite this shortcoming, it is fairly accurate
in classifying right-leaning articles in both over-all
political position and the degree of that position.
This could obviously be harmful to right-leaning
users of such a tool who would be disinclined to
interact with neutral and truthful articles (Rhodes,
2022).

6 Discussion

Overall, we find that existing methods for estimat-
ing the bias Al introduces to articles are effective
for their purposes, but insufficient for assessing
how LLMs impact journalism. Multiple factors
contribute to how humans view media that the over-
simplified automated methods fail to capture. A
major example of this is less direct forms of bias,
which are often still present in neutral-tone articles.
While the most common form of bias shown is
tyranny of the majority, our work demonstrates that
measuring only that form of bias does not capture
the bigger picture. Additionally, we show that no
complex architecture is currently able to simulate
human annotations.

We also introduce the concept of evaluating both
Al-generated and Al-edited articles. This is partic-
ularly important, as many areas where these tech-
niques might be adopted are unlikely to fully forego
human authors. The New York Times has a team
working with Al but they retain human editors to



| F1-score

Accuracy Precision

Racial Bias 0.274
Gender Bias 0.240
Political Bias 0.315
Atrticle Tone 0.105

0.394 0.210
0.303 0.205
0.212 0.728
0.182 0.077

Table 2: How accurately the LLM is able to classify bias. In general, it shows very poor performance across all
areas, suggesting that the model is unable to accurately approximate human ratings.

review their publications instead of blindly trusting
Al (New, 2024). Similarly, tools like Grammarly
are adopting generative models to assist with edit-
ing, meaning that these will end up in the hands
of students. We have highlighted how there is a
substantial gap between assessing generative Al in
a vacuum and a very simple collaborative setting
where it makes small modifications to an article.
Even with this reduction of a problem, we observe
substantial differences in behavior. As such, it is
highly important that future works consider how
journalism is integrating LLMs when researching
their impact.

We also highlight how LLMs are capable of
convincing readers that their statements are more
factual by being more polite than human writers.
This could potentially be leveraged to spread mis-
information, particularly in a collaborative setting.
While we did not observe significant sycophan-
tic behavior in our study, past studies have shown
that repeated interactions better enable users to
convince models of untrue or biased information
(Sharma et al., 2023). This suggests it would be
trivial to create an environment where a model is
able to convincingly present misinformation in a
collaborative setting. This provides the advantage
of being more polite and thus seen as more truthful,
while lacking actual factuality.

This has a number of applications that could
cause significant harm. First, and most obvious, is
it encourages the spread of misinformation that has
drastically risen within the last few years. A signifi-
cant upwards trend has been noted in politics (Shao
et al., 2018), vaccinations (Nsoesie et al., 2020),
and climate change (Farrell, 2019). Misinformation
has also been leveraged against a number of demo-
graphics (Billard, 2023; Shimizu, 2020; Ndumu
and Orie Chuku, 2023). The LLM trending toward
neutrality is mirrored by existing behaviors in the
real world (Georgi, 2025), which suggests that the
introduction of LLMs to journalism could bolster
existing discrimination through misinformation.

Second, it enables the framing of unequal per-
spectives as equal. This could be leveraged in a
similar manner as some youtube ‘debate’ channels
(Jubilee, 2019; Mohammed, 2019), which present
unequal perspectives on equal footing. Such be-
haviors have led to the resurgence of conspiracy
theories (Pannofino, 2024). While this parallels our
discussion regarding misinformation, conspiracy
theories may not be explicitly untrue. However,
enabling conspiracy theories encourages compla-
cency (Kendzior, 2022), and such ‘free-thinking’
perspectives are often directly linked with various
forms of bigotry (Beringuy and Alvim, 2024).

Finally, it enforces the bystander effect. While
a neutral position can present atrocities as nor-
mal, such as institutional slavery (Stevenson, 2022),
strongly positioned media is able to sway people
to assist each other (Javor, 2023). The neutral tone
shown by the Al moves readers away from benefi-
cial mutual assistance and towards simply standing
aside, because that is what has been presented as
‘normal’.

Overall, these potential harms indicate that LLM
use in journalism could have significant negative
impacts. The more neutral tones the model pro-
vides have been observed in other forms of media
to cause significant harm to both minority demo-
graphics and consumers. This heavily suggests
that we need greater work into how we apply Al
to journalism. While simple methods are decent
for simple tasks, they fail to capture the myriad of
ways that bias could be introduced.

7 Conclusion

In this work, we highlight how generative Al can
impact bias and perceived truth in journalism, and
compare existing automated evaluations against
human evaluations. We observe patterns that well-
defined methods are unable to capture, such as the
more neutral tone of LLMs being more persuasive
to users, independent of bias. Finally, we show
that LLMs currently lack the capacity to mirror



human evaluations and highlight how no existing
method is properly able to evaluate how biased
LLM-generated articles are. Furthermore, we elab-
orate how these significant faults can be harmful
to various groups. Overall, we demonstrate that
introducing LLMs to journalism can be dangerous,
and show how the risks current models pose can
be unintuitive and may be overlooked by manual
review.

8 Limitations

This study had a few significant limitations. Our
participants were of limited demographics, as we
use convenience sampling, and due to the lim-
ited number of annotators we only test 11 human-
written articles. While they address a fairly wide
spread of topics, they are certainly not universal. A
larger scale survey could find that some results we
show do not hold on a grander scale. These partici-
pants were also very US-centric, which can heavily
influence media interpretation and perception of
biases. However, this further emphasizes how im-
portant human annotation can be, since bias-rating
systems are unlikely to capture local interpretations
of media.

Additionally, we only test GPT-40 for editing
and generation. We believe that since GPT-40
showed less bias compared to other models in prior
studies, it should do the same under human evalu-
ation. However, it is worth considering that GPT
has shown a tendency towards safety and neutral-
ity. This contributes heavily towards the patterns
we observe here and this may not be reflected in
other models. However, this neutrality is intended
to maintain factuality (OpenAl, 2025), something
that should be a goal for tools designed to aid in
journalistic tasks.

Finally, we did not test other predictive models
to compare with our ratings. While we studied one
of the more recent techniques that uses a state-of-
the-art LLM (Watts et al., 2024) and has been tested
by consumers (Wang et al., 2025), other simpler
architectures have achieved very good performance
at matching human rating scores for specific forms
of bias. It is feasible that a combination of vari-
ous architectures could achieve significantly better
performance at matching human ratings.

Ethics Statement

A significant ethical concern that emerges from this
paper is the limitations of convenience sampling.

This could easily be interpreted as placing a heavy
emphasis on a specific demographic to serve as

‘judges’. However, this actually further emphasizes

the need for future research to consider human in-
terpretation. If our work does not generalize, that
shows the variety of ways media can be interpreted
meaning automated evaluations lack accurate inter-
pretations.

Another significant ethical concern that emerged
from this research was that many articles presented
to annotators were extremely negative towards in-
dividuals of various demographics. Some covered
sensitive topics such as sexual assault and mental
health. Others included racism, transphobia, and
homophobia. This makes recruitment very difficult
and contributed to our smaller set of annotators.
As such, expanding these results could be difficult.
For future works to be ethical, they must properly
present the potential topics annotators may need
to deal with and ensure they are doing so in safe
environments.
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