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Abstract

Abstractive text summarization systems have
advanced significantly with the rise of neural
language models. However, they frequently
suffer from issues of unfaithfulness or factual
inconsistency, generating content that is not ver-
ifiably supported by the source text. This sur-
vey provides a comprehensive review of over
40 studies published between 2020 and 2025
on methods for evaluating faithfulness in ab-
stractive summarization. We present a unified
taxonomy that covers human evaluation tech-
niques and a variety of automatic metrics, in-
cluding question answering (QA)-based meth-
ods, natural language inference (NLI)-based
methods, graph-based approaches, and large
language model (LLM)-based evaluation. We
also discuss meta-evaluation protocols that as-
sess the quality of these metrics. In addition,
we analyze a wide range of benchmark datasets,
highlighting their design, scope, and relevance
to emerging challenges such as long-document
and domain-specific summarization. In addi-
tion, we identify critical limitations in current
evaluation practices, including poor alignment
with human judgment, limited robustness, and
inefficiencies in handling complex summaries.
We conclude by outlining future directions to
support the development of more reliable, inter-
pretable, and scalable evaluation methods. This
work helps researchers navigate the evolving
landscape of faithfulness evaluation in summa-
rization. Related papers and updates are avail-
able at !

1 Introduction

Automatic Text Summarization (ATS) is a funda-

mental task in Natural Language Processing (NLP)

that aims to condense a single document or a col-

lection of documents into concise, coherent, and in-

formative summaries (Nenkova et al., 2011). This
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process significantly reduces the time and effort re-
quired for document comprehension (Zhang et al.,
2024a). Generally, ATS methods were predomi-
nantly extractive, selecting important sentences or
phrases directly from the original text. While ef-
fective in preserving factual accuracy by design,
extractive methods often yield less fluent or coher-
ent summaries (Zhang et al., 2024a).

With the advent of deep learning, particularly
sequence-to-sequence (seq2seq) architectures such
as recurrent neural networks (Medsker et al., 2001)
and the Transformer (Vaswani et al., 2017), the
field has witnessed a transformative shift. These
models enable the generation of entirely new sen-
tences that paraphrase the core ideas of the source
text (Zhang et al., 2023). More recently, the rise
of large language models (LLMs) has further en-
hanced these capabilities, producing summaries
that demonstrated remarkable fluency, coherence,
and human-like quality (Li et al., 2022).

Despite significant advancements in fluency and
coherence, neural abstractive summarization mod-
els continue to face a major challenge: they often
generate content that is either unfaithful to the in-
put document or factually incorrect. Faithfulness
refers to the extent to which a summary is directly
supported by its source, without adding, omitting,
or contradicting information (Maynez et al., 2020;
Dong et al., 2022; Li et al., 2022). In contrast, fac-
tuality concerns whether the content is true with
respect to real-world knowledge, even if it is not
explicitly stated in the input (Maynez et al., 2020).
Errors in generation are commonly described as
hallucinations, which can be classified as intrinsic,
when the summary contradicts the source, or ex-
trinsic when it introduces unverifiable or fabricated
content (Zhao et al., 2020; Cao and Wang, 2021;
Huang et al., 2021; Ji et al., 2023).

Since 2020, research on faithfulness and fac-
tual consistency in abstractive summarization has
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grown rapidly. Studies have introduced a range
of model-based evaluation metrics, such as those
using natural language inference and question an-
swering, and released new annotated datasets that
support more systematic benchmarking. However,
recent evaluations (e.g., Fabbri et al. (2021)) show
that no single metric consistently aligns with hu-
man judgments across models that highlight the
complexity and evolving nature of the field. To
clarify this landscape, this survey provides a com-
prehensive overview of research from 2020 to 2025,
with a primary focus on faithfulness evaluation,
while also addressing related concepts such as fac-
tuality and hallucination.

Contributions: (1) We present a comprehensive
survey of 40+ works (2020-2025) on faithfulness
evaluation in abstractive summarization. (2) We
propose a unified taxonomy that encompasses hu-
man evaluations, automatic metrics (QA-, NLI-,
graph-, LLM-based), and meta-evaluations. (3) We
provide a comparative analysis of datasets and met-
rics, highlighting trends, strengths, and limitations.
(4) We outline key gaps and open problems to guide
future research. (5) We release all resources to sup-
port the community.

2 Related Work

Several surveys have addressed the issue of faith-
fulness in text generation, both generally and with
a specific focus on abstractive text summariza-
tion. For instance, Li et al. (2022) provide a broad
overview of faithfulness across diverse Natural Lan-
guage Generation (NLG) tasks, highlighting its
systemic nature and the potential for cross-task
solutions. Similarly, Ji et al. (2023) offer a wide-
ranging survey of hallucination in natural language
generation, including summarization, and establish
key definitions for intrinsic versus extrinsic halluci-
nations. Shifting to a narrower scope, Pagnoni et al.
(2021) focus on abstractive text summarization, cat-
egorizing evaluation methods designed to address
factual inconsistency. In a related vein, Huang et al.
(2021) review recent advances in neural abstrac-
tive summarization, highlighting the challenge of
factual inconsistencies and focusing on fact-aware
evaluation metrics and models designed to improve
factual consistency. Furthermore, early work by
Cao et al. (2018) marks the beginning of explicit
research into faithfulness in summarization, iden-
tifying the problem of "fake facts" and proposing
initial mitigation strategies. At the level of summa-

rization evaluation as a whole, Fabbri et al. (2021)
address the limitations of current summarization
evaluation by comprehensively re-evaluating met-
rics and models, releasing large-scale benchmark
datasets and human annotations, and providing a
unified toolkit to promote more consistent and reli-
able evaluation protocols aligned with human judg-
ment.

In contrast to prior surveys, our work provides
a focused and up-to-date (2020-2025) review of
evaluation methods for faithfulness in abstractive
summarization. We offer a fine-grained taxon-
omy of human, automatic, and meta-evaluation ap-
proaches, integrate recent advances in LLM-based
methods, and analyze benchmarks with attention
to long-document and domain-specific evaluation.
This survey aims to equip readers with a detailed
understanding of current evaluation practices, trade-
offs between methods, and emerging research chal-
lenges.

3 A Taxonomy of Faithfulness Evaluation
Methods

Faithfulness evaluation in abstractive summariza-
tion can be grouped into three categories: (1) hu-
man evaluations, offering nuanced judgments but
limited by subjectivity and scalability; (2) auto-
matic metrics, efficient yet often misaligned with
human judgment; and (3) meta-evaluation frame-
works, which assess the reliability of the metrics
themselves. This section reviews each category,
and Figure 1 illustrates the taxonomy of methods,
benchmarks, challenges, and future directions.

3.1 Human Evaluation Methods

Human evaluation remains the gold standard for
assessing summarization quality, including faith-
fulness, due to its ability to capture details that au-
tomatic metrics often miss (Kryscinski et al., 2020;
Wang et al., 2020; Krishna et al., 2023). However,
human evaluation is essentially slow, costly, and
challenging to scale. A persistent challenge in hu-
man evaluation is achieving high inter-annotator
agreement (IAA). Studies consistently report low
IAA, especially for highly abstractive summaries,
indicating the subjective and difficult nature of con-
sistent judgment (Pagnoni et al., 2021). For exam-
ple, SummEval found "no correlation" between ex-
pert and crowd-sourced judgments for summariza-
tion quality (Fabbri et al., 2021). This consistent
finding of low IAA and the need for new guidelines
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Figure 1: A Taxonomy of Faithfulness Evaluation in Abstractive Summarization: Methods, Benchmarks, Challenges,

and Future Directions.

and nuanced labels underscore that faithfulness is
not a universally objective concept. If human eval-
uators themselves struggle to consistently agree
on what constitutes a "faithful" summary, then the
"gold standard" for evaluating automatic metrics is
noisy. This implies that achieving perfect correla-
tion with human judgment might be an unrealistic
goal. Instead, automatic metrics should aim for
robustness against human variability, perhaps by
focusing on clearly verifiable factual statements
or by providing scores that reflect the "graded"
nature of faithfulness. This situation highlights a
fundamental limitation in the evaluation pipeline,
where the target (human judgment) itself is a mov-
ing target, pushing research towards more objec-
tive, machine-verifiable definitions of faithfulness
or more sophisticated aggregation of human input
(Durmus et al., 2020; Pagnoni et al., 2021; Fabbri
et al., 2021).

To improve human evaluation, especially for
long-form summarization, several guidelines and
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benchmarks have been introduced. LONGEVAL
Guidelines (Krishna et al.,, 2023) recommend
clause-level and partial annotation, which improve
inter-annotator agreement (IAA) and reduce an-
notator workload. Yet low IAA persists for ab-
stractive and narrative summaries, reflecting the
inherent subjectivity of human judgment and vari-
ability in acceptable paraphrasing or omission.
Complementary resources include FIB (Tam et al.,
2023), which tests whether LLMs prefer factually
consistent continuations, and FaithBench (Bao
et al., 2025), which introduces graded labels ("un-
wanted," "questionable," "benign") to capture de-
grees of inconsistency. FaithBench further shows
that even strong protocols miss subtle errors in free-
form summaries, underscoring the need for more
flexible, multi-layered annotation strategies.

3.2 Automatic Evaluation Methods

Given the limitations of human evaluation, auto-
matic metrics have been developed. Early met-



rics like ROUGE (Lin, 2004) and BLEU (Papineni
et al., 2002) mainly capture n-gram overlap and
fail to ensure factual correctness (Dong et al., 2020;
Fabbri et al., 2021). Recent work has shifted to
model-based approaches, which we classify into
five categories: Lexical/Semantic Similarity, QA-
based, NLI/Entailment-based, Graph-based, and
LLM-based metrics.

Lexical Overlap and Semantic Similarity Met-
rics. Some studies have used lexical overlap
and semantic similarity as proxies for assessing
factual consistency. Traditional metrics such as
ROUGE and BLEU, which rely on n-gram overlap,
have been shown to correlate poorly with human
judgments of faithfulness (Goodrich et al., 2019;
Maynez et al., 2020; Wang et al., 2020). Their
insensitivity to semantic changes means they can
assign high scores even to factually incorrect sum-
maries. To address the limitations of n-gram-based
methods, later work adopted semantic similarity ap-
proaches using contextual embedding models. No-
tably, BERTScore (Zhang et al., 2019) computes
similarity scores between tokens in candidate and
reference summaries using contextual embeddings
from BERT. While BERTScore generally correlates
better with human judgments than ROUGE, its ef-
fectiveness is still limited, particularly for highly
abstractive summaries that require deeper semantic
understanding (Durmus et al., 2020; Fischer et al.,
2022). Moreover, BERTScore can be sensitive to
contextual variations and may overpredict faithful-
ness in some cases (Gabriel et al., 2021). Simi-
larly, the SentSim metric (Fischer et al., 2022),
which measures sentence-level semantic similarity,
has demonstrated promising alignment with human
judgments on datasets like SummEval, offering a
better alternative to surface-based metrics.

Question Answering (QA)-based Metrics. QA-
based metrics evaluate faithfulness by generating
questions from the summary and verifying answers
in the source. The intuition, introduced by Wang
et al. (2020), is that faithful summaries should
contain only source-verifiable content. Durmus
et al. (2020) proposed FEQA, which compares
QA-derived answers with expected ones using F1,
showing strong correlation with human judgments
on abstractive datasets like XSum (Narayan et al.,
2018), though limited by QA model quality and
rigid scoring. QAGS (Wang et al., 2020) similarly
uses QG/QA but improves interpretability by iden-

tifying inconsistent tokens, demonstrating robust-
ness across domains. QuestEval (Scialom et al.,
2021) introduced a reference-less QA framework
with question weighting, improving correlations
across factual consistency, coherence, fluency, and
relevance. QAFactEval (Fabbri et al., 2022) fur-
ther optimized QG (BART-large), answer selection
(NP chunking), and scoring (LERC), yielding a
14% gain on SummacC.

Overall, QA-based metrics align closely with hu-
man fact-checking and provide interpretable error
traces, but remain computationally intensive and
sensitive to QG/QA quality. Despite these limita-
tions, they represent the most effective tools for
assessing factual consistency.

Natural Language Inference (NLI)/Entailment-
based Metrics. NLI-based metrics assess factual
consistency by checking whether the summary is
entailed by the source, or at least neutral, but never
contradictory (Falke et al., 2019). Early work by
Falke et al. (2019) used pretrained NLI models to
re-rank summaries, but these struggled to distin-
guish factual from non-factual content. FactCC
(Kryscinski et al., 2020) addressed this with a
weakly supervised BERT model trained on syn-
thetic perturbations (e.g., entity swaps, paraphrases,
negation), outperforming general NLI models like
MNLI or FEVER in less abstractive domains. De-
pendency Arc Entailment (DAE) (Goyal and Dur-
rett, 2020, 2021) advanced this idea by scoring
factuality at the dependency arc level, while SUM-
MAC (Laban et al., 2022) computed entailment
probabilities between each summary and docu-
ment sentence, aggregating scores via max, average
(SCZS), or convolutional methods (SCConv).

TRUE (Honovich et al., 2022) benchmarked 12
metrics across 11 datasets, finding NLI- and QA-
based approaches strongest, though less reliable for
longer inputs. To mitigate this, INFUSE (Zhang
et al., 2024b) introduced fine-grained reasoning
that incrementally selects minimal context per sum-
mary sentence and applies sub-sentence decompo-
sition, improving evaluation of complex summaries.
More recently, Zhong and Litman (2025) incorpo-
rated discourse analysis (e.g., RST parsing) into
NLI, showing the value of document structure and
sentence importance for long-document summa-
rization.

Entailment-based metrics directly model the
“supported by source” notion of factual consistency,
typically outputting probabilities or scores. How-
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ever, they depend on NLI model quality and suit-
able training data. Limitations include: (a) fragility
to domain shifts (e.g., news vs. dialogue); (b) penal-
izing paraphrasing or aggregation unseen in train-
ing; and (c) binary entailment labels that obscure
error severity or location. Despite these challenges,
entailment-based methods consistently outperform
surface-level approaches like n-gram overlap in cor-
relating with human judgments (Honovich et al.,
2022).

Graph-based and Structured Representation
Metrics. These methods aim to move beyond
surface-level textual analysis by converting sum-
maries and source texts into semantically rich struc-
tures such as Abstract Meaning Representations
(AMRs), semantic role labels (SRLs), named en-
tities, or relational triples to enable more precise
factual consistency comparisons.

FactGraph (Ribeiro et al., 2022) decomposes
document and summary sentences into AMR
graphs and uses a dual-encoder architecture to
jointly encode textual and graph modalities. This
abstraction away from surface form improves the
detection of semantic errors and unverifiable con-
tent, though AMR parsing remains computationally
demanding. Extending this direction, AMRFACT
(Qiu et al., 2024) generates high-quality negative
training samples by injecting factual inconsisten-
cies into AMR-parsed reference summaries. These
are converted back into text and filtered using a ded-
icated module (NEGFILTER), resulting in more
coherent and diverse training data for factual con-
sistency detectors.

Complementary to AMR-based techniques,
SRL-based metrics compare semantic frames or
argument structures derived from summaries and
sources (Fischer et al., 2022). While less seman-
tically detailed than AMRs, SRL approaches in-
troduce useful linguistic structure and have shown
moderate correlation with human judgments. Simi-
larly, named entity recognition (NER)-based meth-
ods target entity hallucination by aligning named
entities across source and summary, though their ef-
fectiveness diminishes when errors extend beyond
named entities (Fischer et al., 2022).

Finally, triple-based methods extract relational
triples (e.g., <subject, relation, object>) from both
source and summary and assess their factual align-
ment. For example, Goodrich et al. (2019) trained
a Transformer-based fact extractor on Wikidata-
derived data. However, open-schema extraction
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faces challenges in aligning semantically equiva-
lent but structurally different triples, whereas fixed-
schema approaches improve alignment consistency
at the cost of reduced coverage.

Large Language Model-based Evaluation. The
emergence of LLMs has introduced new paradigms
for evaluating summary faithfulness, either by
leveraging LLMs as direct evaluators or by using
them to generate training data for smaller mod-
els. Jia et al. (2023) proposed FFLM, a zero-
shot metric using moderately-sized LLMs (e.g.,
LLaMa) to assess faithfulness by comparing the
generation probability of a summary under consis-
tent and inconsistent document contexts, without
task-specific fine-tuning. Adlakha et al. (2024) in-
troduced LLMCeritic, where LLMs like GPT-4 are
prompted to assess faithfulness in a QA setup. This
LLM-as-a-judge approach has gained traction for
its strong correlation with human evaluations. Sim-
ilarly, Koupaee et al. (2025) proposed MADISSE,
a multi-agent debate framework where LLMs with
opposing stances argue about a summary’s faith-
fulness, often revealing ambiguous cases. Bao
et al. (2025) used GPT-40 in FaithBench to de-
tect challenging hallucination cases where faith-
fulness detectors disagree, and also benchmarked
GPT-40 as an evaluator itself. In the same context,
Gekhman et al. (2023) introduced TrueTeacher,
an approach where an LLM annotates factual errors
in model-generated summaries to train a smaller
student model, eliminating the need for manually
perturbed reference summaries.

Despite their promise, LLM-based evaluation
approaches face notable challenges: they tend to be
costly, often operate as black-boxes with opaque
reasoning, and can yield inconsistent judgments
across different prompts or runs, especially when
relying on closed-source models (e.g., see Sture-
borg et al. (2024), Li et al. (2024)). Hybrid meth-
ods, by contrast, show promise: for instance, using
LLMs to generate explanations or rationale while
entrusting scoring to simpler models, or distilling
LLM behaviors into smaller, task-specific models
(e.g. Hsieh et al. (2023)).

3.3 Meta-Evaluation of Faithfulness Metrics

Meta-evaluation refers to the process of evaluat-
ing the evaluation metrics themselves. This is cru-
cial for understanding the reliability, strengths, and
weaknesses of proposed faithfulness metrics.
Several benchmarks and protocols have been



proposed to rigorously evaluate these metrics. For
instance, Gabriel et al. (2021) introduced GO FIG-
URE, a framework that outlines five essential cri-
teria for faithfulness metrics: boundedness, sensi-
tivity to factuality levels, robustness across error
types, generality across domains, and human cor-
relation. It employs diagnostic datasets with both
synthetic and human-annotated errors in news and
dialogue summaries. Honovich et al. (2022) pro-
posed the TRUE benchmark, which uses example-
level meta-evaluation with ROC AUC to quantify
how well a metric distinguishes consistent from
inconsistent summaries. Ma et al. (2023) devel-
oped BUMP, a benchmark of minimally perturbed
summary pairs designed to test a metric’s sensitiv-
ity to subtle factual errors, enabling fine-grained
assessment of consistency and discrimination abil-
ity. In addition to dedicated benchmarks, many
studies perform correlation analysis between pro-
posed metrics and human ratings on established
datasets such as SummEval (Fabbri et al., 2021)
and FRANK (Pagnoni et al., 2021) that serve as a
common form of informal meta-evaluation.

Meta-evaluation provides an objective basis for
comparing metrics and helps identify which met-
rics truly reflect human judgment. It improves re-
producibility and metric robustness across domains.
However, it depends on high-quality human anno-
tations and curated benchmarks, which may intro-
duce biases or fail to represent all real-world sum-
marization challenges. Moreover, correlation with
human judgment does not guarantee interpretabil-
ity or error localization, which highlights the need
for complementary analysis tools.

4 Benchmarks for Faithfulness
Evaluation

A wide range of benchmarks and datasets has been
created for faithfulness evaluation in abstractive
summarization. General-purpose datasets, such
as SummEval and XSUM-based resources (e.g.,
XSF, QAGS-XSUM) (Maynez et al., 2020), pro-
vide human judgments of consistency, with XSUM
widely used for its abstractiveness. Consolidated
benchmarks like the TRUE Benchmark (Hon-
ovich et al., 2022) and AggreFact (Tang et al.,
2023) unify multiple datasets (e.g., FRANK, Sum-
mEval, QAGS, MNBM) for standardized meta-
evaluation; FRANK offers fine-grained error la-
bels, while BUMP tests metric sensitivity with
minimally perturbed pairs. Domain- and task-
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specific datasets address specialized needs, includ-
ing DiverSumm (Zhang et al., 2024b), LongSciVer-
ify (Bishop et al., 2023), LONGEVAL (Krishna
et al., 2023), FAREBIO (Fang et al., 2024), FIB
(Tam et al., 2023), and STORYSUMM (Subbiah
et al., 2024). Weakly supervised training is sup-
ported by synthetic resources such as FactCC
(Kryscinski et al., 2020), LLM-labeled datasets like
TrueTeacher (Gekhman et al., 2023), and struc-
turally perturbed datasets such as AMRFACT
(Qiu et al., 2024). Together, these resources play
complementary roles: general-purpose datasets en-
able broad comparisons, consolidated suites sup-
port standardized meta-evaluation, domain-specific
collections address long-form and LLM-generated
summaries, and synthetic/perturbed sets facilitate
stress-testing and training. Table 1 summarizes
these datasets.

5 Challenges and Limitations of the
Existing Evaluation Methods

Despite progress, evaluating faithfulness in abstrac-
tive summarization remains challenging, as both
human and automatic methods have notable limita-
tions. A comparative analysis of these challenges
is available at 2. Persistent challenges include:

Correlation with Human Judgment and Inter-
pretability. A key challenge for automatic faith-
fulness metrics is their often low to moderate cor-
relation with human judgments, indicating they
don’t fully capture human nuances (Huang et al.,
2021). Furthermore, many advanced model-based
metrics, particularly those using deep learning or
LLMs, lack interpretability, making it difficult to
understand their scoring logic and derive actionable
insights. While some metrics like QAGS (Wang
et al., 2020) (through its question-answer pairs) and
MADISSE (through debate arguments) (Koupaee
et al., 2025) offer better interpretability, this re-
mains a significant challenge for the field.

Robustness to Adversarial Inputs and Domain
Shifts Faithfulness metrics frequently lack ro-
bustness, which shows inconsistent performance
across different domains or out-of-distribution data
(Fischer et al., 2022). They can also be overly sen-
sitive to minor paraphrasing or lexical variations
that do not impact factual accuracy. For example,
NLI-based models can be misled by superficial
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Benchmark

Annotation Granular-
ity

Size / Scope

Includes LLM-Generated
Summaries?

SummEval (Fabbri
et al., 2021)

FRANK (Pagnoni
etal., 2021)

TRUE (Honovich
etal., 2022)

BUMP (Ma et al.,
2023)

AggreFact
et al., 2023)

(Tang

DiverSumm (Zhang
et al., 2024b)

LongSciVerify
(Bishop et al,
2023)

LONGEVAL (Kr-
ishna et al., 2023)

FIB (Tam et al.,
2023)

FaithBench
et al., 2025)

(Bao

STORYSUM (Sub-
biah et al., 2024)

FAREBIO
et al., 2024)

(Fang

Focus

General News
(CNN/DM)
General News

(CNN/DM, XSum)

Diverse (Summa-
rization, Dialogue,
Fact Verification)

General News
(CNN/DM)
General News

(CNN/DM, XSum)

Diverse (Long-
form, Multi-doc,
Meeting, XSum)

Long  Scientific
Docs  (PubMed,
ArXiv)

Long-form (Liter-
ary, Scientific)

News Summariza-
tion (LLM Evalua-
tion)

LLM Hallucina-
tions (Challenging
Samples)

Narrative Sum-
marization (LLM
Evaluation)

Plain Biomedical
Summaries (LLM
Evaluation)

Summary-level (consis-
tency, coherence, etc.)

Sentence-level error ty-
pology

Binary summary/text-
level consistency

Minimal pairs (faithful
vs. unfaithful sentence)

Binary summary-level

Sentence-level faithful-
ness, error types

Fine-grained summary-
level factual consistency

Fine-grained (clause-
level) binary faithful-
ness

Binary (LLM prefer-
ence for consistent sum-
mary)

Span-level hallucination
type (questionable, be-
nign, unwanted)

Sentence-level
faithfulness,
explanations

binary
error

Sentence-level faithful-
ness, supporting evi-
dence

100 articles, 16 models,
~1,600 summaries

2,250 summaries

11 datasets consolidated

Human-written minimal
pairs

9 datasets consolidated,
FTSOTA split focuses

563 instances, tasks like
MultiNews, QMSUM,
ArXiv, GovReport

270 annotated
maries

sum-

120  SQuALITY &
PubMed summaries

CNN/DM, XSum; eval-
uates 23 LLMs

750 summaries from 10
modern LLMs

96 short
summaries

GPT/Claude series

stories,
from

175 summaries from 7
LLMs, expert MD anno-
tations

Yes (various neural models)

Yes (various neural models)

Yes (from constituent

datasets)

No (focus is on human-
written variations)

Yes (BART, PEGASUS,
etc.)

Yes (includes GPT-3.5)

Yes (LongTs,
PEGASUS)

BigBird-

Yes (model outputs used in
study)

Yes (evaluates LLLMs’ scor-
ing, uses model-generated
inconsistent summaries)

Yes (core focus)

Yes (core focus)

Yes (core focus)

Table 1: Overview of key benchmarks and datasets for faithfulness evaluation.

lexical overlap, resulting in false assessments of
entailment or contradiction (Huang et al., 2021).

Coverage of Diverse Faithfulness Error Types.
Existing metrics often struggle to comprehensively
cover the diverse spectrum of faithfulness errors,
such as subtle distortions, omissions, or fabricated
information (Pagnoni et al., 2021). Some may ex-
cel at detecting direct contradictions but fail on
other error types, and metrics trained on synthetic
data may not generalize to errors from advanced
models (Fischer et al., 2022). A particular chal-
lenge is identifying "Out-of-Article" errors, which
are factually correct externally but unsupported by
the source document (Fang et al., 2024; Qiu et al.,
2024).

Scalability, Cost, and Efficiency. The practi-
cal utility of evaluation methods is significantly
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impacted by their scalability, cost, and efficiency.
While human evaluation is often considered the
gold standard, it is resource-intensive (Lee et al.,
2024). Automatic metrics present a trade-off: sim-
pler lexical methods are efficient but less accurate,
whereas sophisticated model-based approaches, es-
pecially those involving multiple LLM inferences
or complex graph parsing, can be computationally
expensive and slow, which limits their widespread
adoption.

Issues in Long-Form and Multi-Document Sum-
marization Evaluation. Evaluating faithfulness
in long-form and multi-document summarization
presents unique complexities not typically ad-
dressed by methods designed for shorter, single-
document texts. Challenges include handling ex-
tended context within models that often have in-



put length limitations and the difficulty of iden-
tifying relevant supporting evidence across vast
amounts of text. Several methods are emerging
to specifically address these challenges, but this
area requires further research (Bishop et al., 2023;
Krishna et al., 2023).

Limitations of Current Benchmarking Practices.
Current benchmarking practices for faithfulness
evaluation face several limitations, including his-
torical lack of standardization (partially addressed
by initiatives like TRUE (Honovich et al., 2022)),
potential issues with annotation quality and con-
sistency, and the relevance of older benchmarks to
errors produced by state-of-the-art models (prompt-
ing newer benchmarks like FaithBench). Further-
more, the size and diversity of existing benchmarks
can restrict the generalizability of findings (Sub-
biah et al., 2024).

Challenges with LLM-based Evaluation.
While LLMs offer significant potential for faith-
fulness evaluation, their application introduces
specific challenges such as biases (Fang et al.,
2024), opacity in their decision-making, high
operational costs for powerful models, inconsistent
reliability influenced by prompting, and strug-
gles with particularly challenging hallucination
cases (Adlakha et al., 2024; Bao et al., 2025).
Addressing these issues is crucial for effectively
leveraging LLMs in this evolving field where
human evaluation also remains indispensable.

6 Future Directions

Future Directions in Faithfulness Evaluation.
The future of faithfulness evaluation is moving to-
ward more robust solutions that combine multiple
metric types, nuanced benchmarks, and human-
in-the-loop assessments. Rather than relying on
a single universal metric, research is trending to-
ward hybrid approaches that integrate QA, NLI,
and semantic similarity methods to capture multi-
ple facets of faithfulness, including factual accu-
racy, completeness, and distortion detection. There
is a growing emphasis on developing fine-grained,
interpretable metrics capable of localizing specific
errors, providing actionable explanations, and clas-
sifying error types using established taxonomies.
Expanding faithfulness evaluation to low-resource
languages and domains such as legal or scientific
texts remains a key frontier, with few-shot and zero-
shot methods offering promising directions.

LLMs, Ethical Concerns, and Graded Evalua-
tion. LLMs are reshaping evaluation strategies,
acting as both summary evaluators and refiners. Re-
search is focusing on improving LLM-based eval-
uators through better prompting and fine-tuning,
while also building robust meta-evaluation proto-
cols to assess their reliability and biases. Ethi-
cal considerations such as fairness across demo-
graphics, detecting evaluation biases, and prevent-
ing metric exploitation are increasingly important.
Additionally, moving beyond binary classification
toward graded faithfulness scales and ambiguity
modeling is essential for reflecting the nuanced
nature of summarization quality. These advances
aim to ensure evaluation methods evolve in tandem
with the growing capabilities and complexity of
summarization models.

Limitations

While this survey aims to provide an exhaustive
overview of methods for evaluating faithfulness in
abstractive text summarization based on the col-
lected references, certain limitations should be ac-
knowledged. The field is evolving rapidly, partic-
ularly with the emergence of LLMs, and some of
the most recent or pre-print research may not be
comprehensively covered. Due to the broad scope,
this work emphasizes breadth over depth and does
not offer deeply technical analyses of every algo-
rithm or benchmark. Furthermore, our evaluation
of the strengths and weaknesses of various meth-
ods is primarily based on the findings and claims
reported in the original publications; we did not
undertake an independent empirical re-evaluation
of all discussed metrics. Additionally, the primary
focus is on faithfulness evaluation in general ab-
stractive text summarization. While some concepts
are broadly applicable, dedicated explorations of
faithfulness in highly specialized domains or other
NLG tasks (e.g., dialogue, story generation) are
only addressed when they introduce significantly
novel evaluation paradigms relevant to abstractive
summarization. Finally, this survey concentrates
on evaluation methods rather than methods aimed
at improving faithfulness through novel generation
architectures or mitigation strategies.
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