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Abstract

Multiword expressions, characterised by
non-compositional meanings and syntactic
irregularities, are an example of nuanced
language. These expressions can be used
literally or idiomatically, leading to significant
changes in meaning. Although large language
models perform well on many tasks, their
ability to handle subtle linguistic phenomena
remains unclear. This study examines how
state-of-the-art models process the ambiguity
of potentially idiomatic multiword expressions,
particularly in less frequent contexts where
memorisation is less likely to help. By
evaluating models in Portuguese, Galician, and
English, and introducing a new code-switched
dataset and task, we show that large language
models, despite their strengths, have difficulty
handling nuanced language. In particular, we
find that the latest models, including GPT-4,
fail to outperform the xlm-roBERTa-base
baselines in both detection and semantic tasks,
with especially poor performance on the novel
tasks we introduce, despite its similarity to
existing tasks. Overall, our results demon-
strate that multiword expressions, especially
those that are ambiguous, continue to be a
challenge to models. We provide open access
to our datasets and prompts, https:

//github.com/francesita/

CS-and-Multilingual-MWEs

1 Introduction

Multiword expressions (MWEs) present signifi-
cant challenges in Natural Language Processing
(NLP) due to their linguistic complexities. MWEs
consist of multiple words that convey a specific
meaning, which may be non-compositional and
exhibit syntactic irregularities (Baldwin and Kim,
2010; Constant et al., 2017). These expressions are
widespread across languages and domains, from
the arts to the sciences (Villavicencio and Idiart,
2019). The number of MWEs in a speaker’s lexi-
con is estimated to be comparable to that of single

words (Sag et al., 2002). MWEs are often rooted
in cultural context and communication rather than
a straightforward lexical meaning, making their
interpretation in NLP systems more challenging,
particularly in idiomatic contexts (Masini, 2019).
Additionally, MWEs can be ambiguous, function-
ing either idiomatically or literally, which can cause
potential confusion (Kurfal and Östling, 2020). For
example, the English MWE break the ice can re-
fer to its literal meaning or describe making unfa-
miliar individuals feel more at ease with one an-
other. Such expressions, known as potentially id-
iomatic expressions (PIEs) (Haagsma et al., 2020),
require an understanding of both literal and figu-
rative meanings. Given the idiosyncratic nature
of MWEs, it is essential that state-of-the-art NLP
models accurately capture their meanings.

Large language models (LLMs) have rapidly be-
come the dominant approach in NLP, demonstrat-
ing strong language understanding and generation
abilities across a range of tasks in zero-shot and
few-shot settings (Liu et al., 2022). However, de-
spite their performance, LLMs exhibit clear lim-
itations, including hallucinations, fluent but inac-
curate or fabricated content, and a reliance on sta-
tistical co-occurrence patterns from pre-training
data (Razeghi et al., 2022; Kang and Choi, 2023).
This study investigates whether LLMs can truly
understand nuanced language, using MWEs as a
test case. MWEs are well-suited for this purpose,
as they can be interpreted either idiomatically or
literally, requiring sensitivity to both social and lin-
guistic context. As MWEs occur across languages
and vary in frequency and usage, their interpre-
tation may be even more difficult in multilingual
settings. In particular, idiomatic MWEs present a
distinctive challenge to LLMs: their meanings are
often non-compositional and cannot be reliably in-
ferred from the meanings of their individual words.
Unlike named entities (e.g., New York City) or
compound nouns (e.g., credit card), idiomatic ex-
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pressions such as kick the bucket or spill the beans
require models to distinguish between literal and
figurative meanings based on context. This ambigu-
ity makes idiomatic MWEs a particularly effective
probe for evaluating whether LLMs understand
context, nuance, and figurative language, abilities
typically associated with human-like language un-
derstanding. Since LLMs rely heavily on surface-
level patterns, idiomatic MWEs offer insight into
whether their apparent success reflects genuine se-
mantic generalisation or simply statistical associa-
tion. One such challenge arises in code-switching
(CS), where speakers alternate between languages
within a conversation or sentence (Joshi, 1982; Do-
gruoz et al., 2021). Code-switching is common in
multilingual communities and presents additional
difficulties for NLP systems, as MWEs may be split
across languages. To evaluate how LLMs handle
this complexity, we use data in English, Portuguese,
and Galician, as well as CS examples. By includ-
ing both high-resource and low-resource languages
alongside CS data, we aim to assess whether mod-
els rely primarily on statistical patterns in training
data or if they can generalise effectively across
multilingual and code-switched contexts.

We conduct experiments using both open-source
and closed-source LLMs to examine how these
models handle MWEs across different languages
and contexts. Specifically, we investigate:

• the ability of LLMs to detect whether MWEs
are used as idioms or literally,

• the extent to which LLMs effectively capture
the non-compositional meanings of MWEs,

• the ability of LLMs to acquire information
from the prompt, and

• the relationship between LLM size and per-
formance on text containing MWEs with non-
compositional meaning.

Our experiments show that, despite strong per-
formance on many tasks, LLMs continue to strug-
gle with MWEs, particularly in multilingual con-
texts, while smaller fine-tuned models like XLM-
RoBERTa perform more reliably. Although results
for English MWEs are sometimes comparable, per-
formance declines in other languages, highlighting
limitations in handling nuanced language. Sec-
tion 2 reviews related work, Section 3 outlines the
datasets and synthetic CS data, Section 4 describes
the setup, and Section 5 presents our findings. Sec-
tion 6 concludes with a summary and future direc-
tions.

1.1 Contributions

We conduct experiments to evaluate generative
models’ ability to detect and interpret MWEs in
both idiomatic and compositional contexts. MWEs
are selected for their lower frequency, reducing
the likelihood of memorisation. To further explore
this, we introduce a new code-switched test set
covering Galician–Spanish, English–Spanish, and
Portuguese–Spanish, which we release publicly.

Models are evaluated on standard MWE detec-
tion (Section 4.3) and new tasks assessing seman-
tic understanding (Section 4.5), using both syn-
thetic MWEs (Section 4.4) and the CS data (Sec-
tion 3.1). These tasks are designed to minimise
memorisation and assess how well models inter-
pret non-compositional meaning. Our results show
that LLMs struggle with MWE semantics and sug-
gest that prompt-based learning alone is insufficient
for handling unseen vocabulary in challenging lin-
guistic settings.

2 Related work

Studies have shown that popular transformer mod-
els generally struggle to effectively handle figu-
rative language. Research on encoder-only mod-
els shows that PLMs do not adequately capture
and represent the meanings of idiomatic expres-
sions (Garcia et al., 2021). Additionally, generative
models like GPT-2 have been found to perform
poorly in handling figurative language without the
use of mitigation strategies (Jhamtani et al., 2021).
Miletić and Walde (2024) reveal that transformer
models capture MWE semantics inconsistently, and
find that they are reliant on surface patterns. How-
ever, research has shown that encoder-only PLMs
can effectively represent MWEs when fine-tuned
with appropriate data (Tayyar Madabushi et al.,
2022). Studies exploring how generative mod-
els handle figurative language are few, especially
studies focusing on idioms. Liu et al. (2022) test
BERT, and RoBERTa, as well as generative mod-
els, namely, GPT-2, GPT-3 and GPT-NEO on their
ability to reason about figurative language, with
a focus on metaphors. They find that all models
need to be fine-tuned to do well on interpreting
figurative language, and that the capabilities of
these models remain far from reaching human per-
formance. De Luca Fornaciari et al. (2024) con-
duct experiments on an English language dataset
they create to assess model abilities in detecting
idiomatic expressions in a zero-shot setting. They
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conduct their experiments on the 7B versions of
Llama-2, Vicuna, and Mistral models. Phelps et al.
(2024) conduct detection experiments in English,
Portuguese and Galician on different state-of-the-
art generative models and find that although they
give competitive results, they fail to reach the per-
formance of fine-tuned PLMs. In this work, we will
also explore model abilities in detecting MWEs in
English, Portuguese, and Galician. However, our
work also examines how generative models repre-
sent the meaning of sentences where MWEs are
used idiomatically in these languages. Additionally,
we investigate the impact of CS text on model per-
formance and assess the models’ ability to manage
unseen MWEs using synthetic examples.

3 Datasets

To assess the capabilities of LLMs in understand-
ing nuanced language, we use the SemEval 2022
Task 2 dataset (Tayyar Madabushi et al., 2022) for
all experiments. This dataset contains MWEs in
both literal and idiomatic contexts in English, Por-
tuguese, and Galician, and includes adversarial ex-
amples to test model consistency in interpreting
idiomatic meaning. The SemEval task comprises
two subtasks: subtask a, an MWE interpretation
task, and subtask b, an MWE paraphrase similarity
task adapted from a semantic text similarity (STS)
task for use with generative models. Both tasks are
designed to assess whether models can capture the
meaning of sentences containing MWEs, whether
used compositionally or not. We adapt these sub-
tasks and create new tasks based on the same data
to test whether familiarity with task format (likely
present in instruction tuning) affects performance.
This also motivates our use of variations on a single
dataset rather than multiple datasets. A further ad-
vantage of this dataset is its multilingual nature and
the fact that the test labels have not been released,
reducing the chance that models have seen the an-
swers during instruction tuning or pre-training.

3.1 Code-Switched Dataset

To evaluate model performance on MWEs in
mixed-language settings, we create a synthetic CS
dataset by combining Spanish with monolingual
English, Portuguese, and Galician sentences. CS
is common in multilingual communities and con-
tributes to varieties such as Spanglish.

We generate the data using OpenAI’s GPT-4-
turbo-0125 model with a temperature of 0.65 and

a seed of 42, balancing coherence and variation.
Two base prompts guide generation: one for MWE-
containing examples and another for adversarial,
non-MWE paraphrases. Spanish is mixed sepa-
rately with each language to reduce output errors.
Prompts are available on the project GitHub 1.

This dataset tests how well LLMs handle nu-
anced language in CS contexts, an area often over-
looked in monolingual evaluations. While syn-
thetic data may lack full naturalness, it remains
coherent and helps reduce models’ reliance on
surface-level co-occurrence patterns. It also of-
fers a practical alternative to real CS data, which is
scarce and costly to collect.

4 Experimental Setup

In this section, we introduce our experiments and
the models used as part of this work. We run
three different experiments: an MWE interpreta-
tion task, a synthetic MWE interpretation task,
and MWE paraphrase similarity task. These ex-
periments aim to determine whether the models
can recognise the presence and meaning of text
that contains nuanced language. Most of the exper-
iments are conducted in a zero-shot and few-shot
setting.

4.1 Models
We use four models in our experiments, includ-
ing both open-source and proprietary systems: (1)
gpt-3.5-turbo-0125, (2) gpt-4-0125-preview, (3)
meta-llama-3-70b-instruct, and (4) meta-llama-3-
8b-instruct. The GPT models are accessed via the
OpenAI API2, while the Llama models are run us-
ing the Replicate API3. All models are tested using
the same settings: temperature set to 0 and seed
value of 42. We specify a maximum token count of
7 for the Llama models and 5 for the GPT models.
As a baseline, we use XLM-RoBERTa (Conneau
et al., 2020), selected as the sole pre-trained lan-
guage model in our evaluation due to its strong
performance in SemEval-2022 Task 2 on idiomatic-
ity detection (Tayyar Madabushi et al., 2022).

4.2 Prompts
For all experiments in this section, we use three dif-
ferent prompts to generate outputs from the LLMs.
The prompts are based on strategies outlined on

1https://github.com/francesita/
CS-and-Multilingual-MWEs

2https://openai.com/
3https://replicate.com/
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the OpenAI website 4. Specifically, we employ
three approaches: the ’persona’ prompt, where
the model adopts the role of a linguist; the ’think’
prompt, where the model is instructed to reflect on
the meaning of a sentence before assigning a label;
the ’ChatGPT’ prompt, generated using ChatGPT-
turbo-3.5. Each prompt is adapted according to the
specific task. We opt to use three prompts because
model results may vary given different inputs (Liu
et al., 2024), and this allows to explore possible
variations in the model outputs given variations in
the input. The prompts are available on the project
GitHub 5.

4.3 MWE Interpretation Task

We conduct MWE sense disambiguation experi-
ments, in which we ask an LLM to determine
whether a given MWE in a sentence is used idiomat-
ically or literally. We carry out these experiments
in both zero-shot and few-shot settings using data
from subtask a of the SemEval competition, which
includes a total of 2,342 examples: 916 in English,
713 in Portuguese, and 713 in Galician. For the
few-shot experiments, the model is provided with
five examples: three in English and two in Por-
tuguese. At least one instance of an MWE being
used literally and idiomatically is included for each
of the above languages. The original test dataset
for SemEval subtask a, along with the synthetic
CS dataset, is used for this task. The languages
of the few-shot examples is not altered for the CS
experiments, that is to say, the examples provided
to the LLMs is just in English and Portuguese. The
model receives input which consists of text con-
taining an MWE, along with the MWE itself. We
prompt the model to generate a label, either ’id-
iom’ or ’literal’, in response to the question, ’Is the
multiword expression [MWE] an idiom or literal
in this sentence?’. The three base prompts previ-
ously mentioned are used to generate answers from
each model. The results of these experiments are
presented in Table 1 and Table 2.

4.4 Synthetic MWE Interpretation Task

The objective of the synthetic MWE experiments
is to assess whether providing additional informa-
tion in the prompt can improve model performance.

4https://platform.openai.com/
docs/guides/prompt-engineering/
six-strategies-for-getting-better-results

5https://github.com/francesita/
CS-and-Multilingual-MWEs
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Figure 1: F1 scores for each model using the original
SemEval task 2 dataset. This graph shows the F1 score
for the English language subset of the dataset, as well
as the total macro F1 score for all languages combined
in the zero-shot (zs) and few-shot settings (fs).

We specifically aim to test whether models can un-
derstand nuanced language when given more con-
text. This approach is based on (Eisenschlos et al.,
2023), where synthetic words were introduced and
defined as existing concepts to evaluate an LLM’s
ability to learn new vocabulary through prompting.
It is likely that an LLM has not encountered all the
MWEs in our datasets, particularly those in Por-
tuguese and Galician. Therefore, it is important to
evaluate whether a model can acquire knowledge of
new words or MWEs through prompt-based learn-
ing. To investigate this, we use the development set
of subtask a, which includes examples in English
and Portuguese (but not in Galician), and replace
the MWEs in each example with synthetic ones.
The model is prompted using the same three base
prompts from the MWE interpretation experiments,
with an added definition for the synthetic MWE,
taken from the original MWE it replaced. The
results of these experiments are shown in Table 5.

4.5 MWE Paraphrase Similarity Task

As part of this work, we aim to evaluate the ability
of LLMs to understand the meaning of text contain-
ing MWEs. We provide each model with sentence
pairs: some include an MWE, while others con-
tain correct or incorrect paraphrases of MWEs. To
run these experiments, we adapt subtask b from
the SemEval Task 2 competition, which was origi-
nally designed as a STS task. We construct three
distinct prompts, as described in Section 4.2, each

https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results
https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results
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Model F-1 Score
EN

F-1 Score
PT

F-1 Score
GL

F-1 Score
ALL Code-switched

GPT-4 0.7480 ± 0.23 0.5701± 0.005 0.5395 ± 0.012 0.6336± 0.013 No
GPT-3 0.7135± 0.030 0.5359± 0.015 0.5243± 0.101 0.6082± 0.053
Llama 3-70B 0.6918± 0.025 0.5097± 0.32 0.4420± 0.044 0.5613± 0.034
Llama 3-8B 0.7013± 0.022 0.4628± 0.047 0.3636± 0.061 0.5265± 0.032

xlm-roBERTta 0.7070 0.6803 0.5065 0.6540
GPT-4 0.7595 ± 0.025 0.5759± 0.002 0.5411± 0.007 0.6398± 0.012 Yes
GPT-3 0.7191± 0.021 0.5417± 0.012 0.5575 ± 0.063 0.6246± 0.030
Llama 3-70B 0.7114± 0.020 0.5496± 0.033 0.4726± 0.047 0.5915± 0.034
Llama 3-8B 0.7072± 0.024 0.5276± 0.051 0.4076± 0.040 0.5619± 0.034

Table 1: These are the scores for the detection experiments in the zero-shot setting. Reported F-1 scores are for
each of the individual languages tested, as well as the combined Macro-F-1 score (ALL).

Model F-1 Score
EN

F-1 Score
PT

F-1 Score
GL

F-1 Score
ALL Code-switched

GPT-4 0.7432± 0.006 0.5705± 0.008 0.5356 ± 0.008 0.6310± 0.003 No
GPT-3 0.7317± 0.015 0.5455± 0.003 0.4755± 0.092 0.6006± 0.034
Llama 3-70B 0.7501 ± 0.017 0.5638± 0.007 0.5161± 0.016 0.6243± 0.014
Llama 3-8B 0.2869± 0.397 0.1864± 0.305 0.1996± 0.341 0.2359± 0.360

xlm-roBERTta 0.7070 0.6803 0.5065 0.6540
GPT-4 0.7433± 0.014 0.5831± 0.012 0.5342 ± 0.002 0.6341± 0.009 Yes
GPT-3 0.7308± 0.009 0.5433± 0.009 0.4988± 0.064 0.6074± 0.024
Llama 3-70B 0.7549 ± 0.011 0.5666± 0.007 0.53± 0.014 0.6321± 0.008
Llama 3-8B 0.2653± 0.391 0.1737± 0.261 0.2107± 0.327 0.2291± 0.346

Table 2: These are the scores for the detection experiments in the few-shot setting. Reported F-1 scores are for each
of the individual languages tested, as well as the combined Macro-F-1 score (ALL).

asking the model if the two sentences have similar
meanings. Each prompt notes that some sentences
may include MWEs used idiomatically. The model
is instructed to output ’true’ if the sentences are
similar in meaning and ’false’ if they differ, turn-
ing the task into a binary classification problem.
These experiments are conducted in both zero-shot
and few-shot settings. We use the development
split of subtask b from the original SemEval com-
petition, which contains examples in English and
Portuguese only. This dataset includes sentence
pairs with MWEs and their paraphrases, as well as
examples from a standard STS benchmark. The
gold labels in the dataset are either a Spearman rank
correlation score (for STS benchmark examples),
a score of 1 (for identical meanings), or a label of
NONE (for differing meanings). After adapting the
task and removing examples with similarity scores
other than 1 or NONE, we retained 974 examples:
521 in English and 454 in Portuguese. Since the
task requires binary outputs, we exclude all exam-
ples with a Spearman score other than 1 and use
only examples labelled as 1 (similar) or NONE (not

similar). This required access to the gold labels,
and as a result, we were unable to use the original
competition evaluator, which assumes unmodified
scoring. In addition to testing on the original de-
velopment data, we run experiments on our gener-
ated CS examples, where each language is mixed
with Spanish. The results for these experiments are
shown in Table 3 and Table 4. We also experiment
with the same dataset used for the semantic task.
We substitute the real MWEs in each example with
a synthetic MWE and supply the model with the
original MWE’s definition as the meaning of the
synthetic one. The results of these experiments are
on Table 6.

5 Results and Discussion

Are LLMs effective in interpreting idiomatic
MWEs? In general, LLM abilities in detecting id-
iomatic expressions fall short of smaller fine-tuned
PLMs. This is especially true for Galician and
Portuguese experiments using the original dataset.
Given that most of these models are predominantly
trained on English data, it is unsurprising that they
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Model F-1 Score
EN

F-1 Score
PT

F-1 Score
ALL Code-switched

GPT-4 0.7178± 0.040 0.6142± 0.019 0.6684± 0.029 No
GPT-3 0.6396± 0.044 0.6574± 0.035 0.6490± 0.039
Llama 3-70B 0.6802± 0.071 0.5065± 0.050 0.5969± 0.061
Llama 3-8B 0.6142± 0.108 0.4872± 0.075 0.5538± 0.093
xlm-roBERTta 0.7590 0.7658 0.7712
GPT-4 0.6201± 0.023 0.5538± 0.003 0.5889± 0.012 Yes
GPT-3 0.5373± 0.072 0.5690± 0.016 0.5525± 0.039
Llama 3-70B 0.5012± 0.060 0.4189± 0.032 0.4618± 0.045
Llama 3-8B 0.5541± 0.019 0.4401± 0.018 0.4993± 0.018
xlm-roBERTta 0.6752 0.7180 0.7020

Table 3: Results for semantic experiments in the zero-shot setting.

Model F-1 Score
EN

F-1 Score
PT

F-1 Score
ALL Code-switched

GPT-4 0.7628 ± 0.030 0.6304± 0.013 0.7000± 0.021 No
GPT-3 0.6497± 0.015 0.6296± 0.109 0.6404± 0.060
Llama 3-70B 0.7204± 0.006 0.5570± 0.006 0.6425± 0.006
Llama 3-8B 0.7045± 0.009 0.5771± 0.010 0.6440± 0.008
xlm-roBERTta 0.7590 0.7658 0.7712
GPT-4 0.5455± 0.008 0.5209± 0.022 0.5362± 0.014 Yes
GPT-3 0.5634± 0.051 0.5841± 0.011 0.5732± 0.026
Llama 3-70B 0.5670± 0.010 0.4434± 0.004 0.5071± 0.007
Llama 3-8B 0.6172± 0.011 0.5073± 0.030 0.5651± 0.020
xlm-roBERTta 0.6752 0.7180 0.7020

Table 4: Results for semantic experiments in a few-shot setting.

Model F-1 Score
EN

F-1 Score
PT

F-1 Score
ALL

GPT-4 0.6552 ± 0.031 0.5955± 0.031 0.6392 ± 0.025
GPT-3 0.6231± 0.061 0.6056 ± 0.041 0.6225± 0.050
Llama 3-70B 0.5514± 0.037 0.5600± 0.018 0.4289± 0.030
Llama 3-8B 0.5696± 0.076 0.5677± 0.077 0.5689± 0.026

Random baseline 0.5441 0.5170 0.5387

Table 5: Experiment results for detection experiments in the zero-shot setting using synthetic MWEs.

Model F-1 Score
EN

F-1 Score
PT

F-1 Score
ALL

GPT-4 0.5454± 0.016 0.4855± 0.025 0.5183± 0.017
GPT-3 0.5655 ± 0.004 0.5204 ± 0.071 0.5444 ± 0.036
Llama 3-70B 0.4655± 0.028 0.3885± 0.030 0.4289± 0.030
Llama 3-8B 0.5455± 0.029 0.4711± 0.090 0.5108± 0.060

Random baseline 0.5092 0.4985 0.5025

Table 6: Experiment results for semantic experiments in the zero-shot setting using synthetic MWEs.
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Figure 2: F1 scores for each model using the CS dataset.
This graph shows the F1 score for the Spanish-English
(es-en) language subset of the dataset, as well as the
total macro F1 score for all CS examples combined in
the zero-shot (zs) and few-shot (fs) settings.

perform best on the English portion of the dataset,
with most models reaching an F1 score of 0.70+
in the zero-shot and few-shot settings. Interest-
ingly, the overall macro F1 score shows a slight
improvement for all models in the CS experiments.
This improvement is likely due to the inclusion of
Spanish in all examples, a language that is likely
more prevalent in the pre-training data compared
to Galician and Portuguese. Some models exceed
xlm-roBERTa’s F1 score for the English partition
of the data, 0.7070, but none are able to reach a
score higher than 0.76. However, all models fall
short of the baseline for Portuguese, 0.6803, and
the overall F1 score, 0.6540, when compared to a
fine-tuned xlm-RoBERTa-base model in both zero-
shot and few-shot settings. Notably, the Llama3-
8B-instruct model failed to produce valid outputs
in the few-shot setting for both the original and CS
datasets. It seems that the combination of few-shot
examples along with the input text confounded the
model, to the degree that most of the model outputs
were not a single word answer containing the la-
bel. Figures 1 and 2 demonstrate how Llama3-8B
struggled in few-shot experiments, evidenced by
the high variance in the scores in the three prompts
used to generate model output. Although LLMs
have been competitive in detecting nuanced lan-
guage when compared to a much smaller PLM, in
general, they struggle in the other lower-resourced
languages.

To what extent do LLMs capture the non-
compositional meanings of MWEs? LLMs
seem to struggle to capture the meaning of text
containing MWEs. In general, unlike in the MWE
interpretation task, the few-shot examples here
helped most models reach higher F1 scores for both
Portuguese and English text. GPT-4 was able to
perform comparably to the xlm-roBERTa baseline
for English in the few-shot setting, with a score of
0.7638, marginally beating xlm-roBERTa’s score
of 0.7590. All models fall short of the combined
baseline score and F1 score in Portuguese in zero-
shot and few-shot settings. This may indicate that
models are not capturing the true meaning of text
containing MWEs and may be relying on spurious
correlations to make decisions. Overall, LLMs ap-
pear to struggle with nuanced language, as they
often fail to outperform a much smaller fine-tuned
PLM.

What is the impact of providing information
in the prompt? The results indicate LLMs gen-
erally perform above random on synthetic MWE
interpretation task, were we provided the definition
of the MWE in the prompt, with GPT-4 achieving
the highest combined F1 score of 0.6392. How-
ever, their performance is notably lower compared
to when real MWEs are used. This suggests that
models may have memorised some real MWEs
during training. For the semantic experiments in-
volving synthetic MWEs, model performance re-
mains close to the random baseline. Across all lan-
guages, GPT-3 achieves the highest scores, 0.5444,
but these results still do not significantly exceed
the random baseline of 0.5025. This demonstrates
that providing additional information in the prompt
does not improve model performance when the vo-
cabulary differs from patterns encountered during
pre-training. The models appear to rely heavily
on statistical patterns from pre-training data, and
when faced with unfamiliar patterns, they fail to
generate correct responses, even with contextual
cues. Overall, the models have difficulty apply-
ing the meanings of synthetic MWEs to complete
the task, suggesting that additional context does
not help them address complex linguistic issues or
unfamiliar vocabulary.

Is there a relationship between LLM size
and performance on text containing non-
compositional phrases? The smaller Llama 8B
model performed unexpectedly well on the zero-
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Figure 3: The error rates of all MWEs in the test set. These are in alphabetical order per language. The MWEs in
English are in the light blue background, Portuguese are in the light orange background and Galician are in a white
background. The figure on the left show the errors for LLama 70B and GPT-4 and the figure on the right shows the
errors for the Llama 70B and Llama 8B.

shot detection task, achieving results comparable
to Llama 70B and GPT-3 for English text. How-
ever, it showed a slight decline in performance for
Portuguese and Galician. Notably, the Llama 8B
model was unable to process both the original text
as well as the CS text in the few-shot detection task
and was more sensitive to prompting than the other
models, evidenced by the high standard deviation
seen in Table 2. GPT-4 outperformed other LLMs
in English for the semantic task and was the only
LLM capable of handling English-Spanish CS text
in this context. While further experiments are nec-
essary, these findings suggest that a smaller model,
like Llama 8B, may suffice to achieve results com-
parable to much larger models for MWE detection
in English. However, the results also show that
GPT-4 is better than other models when confronted
with unknown vocabulary and representing the se-
mantics of MWEs compared to the other LLMs.

5.1 Error Analysis

Certain MWEs were consistently classified cor-
rectly by all models when using the original dataset
for the MWE interpretation task, as detailed in the
project GitHub. Figures 1 and 2 illustrate the sen-
sitivity of models to different prompts. Notably,
the standard deviations, especially for Llama 8B,
show how different some model outputs may be
depending on the prompt. A subset of MWEs was
correctly classified by all models in the detection
task, which are also available in the project GitHub.
It lists correctly identified MWEs by all models,
those correctly classified by specific model fami-
lies, and the overlap between the two largest mod-
els. We also examined correlations between the er-

ror rates of individual MWEs across models. There
is a moderate correlation of 0.64 between the error
rates of Llama models, and a strong correlation of
0.70 between Llama 70B and GPT-4. However,
the correlation between the two GPT models is
weaker, at 0.32, possibly indicating differences in
their training data. Figure 3 shows the errors be-
tween Llama 70B and GPT-4 as well as the two
Llama models. The curves are overlaid for com-
parison. The strong correlation in errors between
certain models may indicate shared limitations in
tasks requiring nuanced language understanding,
potentially stemming from their architectural de-
sign or training data.

6 Conclusion

This study examined whether state-of-the-art
LLMs can detect and represent nuanced language,
focusing on MWEs in English, Portuguese, Gali-
cian, and code-switched text. Despite their scale,
LLMs struggle with MWEs—especially in non-
English contexts—and often underperform com-
pared to smaller fine-tuned PLMs. While code-
switching supports metalinguistic tasks, it appears
to hinder semantic representation. Models are
better at detecting idiomatic usage than capturing
meaning, highlighting ongoing limitations in han-
dling complex language. Future work should pri-
oritise open models with improved semantic un-
derstanding in multilingual and code-switched set-
tings.
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