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Abstract

Despite recent progress in large language mod-
els (LLMs), their performance on Arabic di-
alects remains underexplored, particularly in
the context of sentiment analysis. This study
presents a comparative evaluation of three
LLMs, DeepSeek-R1, Qwen2.5, and LLaMA-
3, on sentiment classification across Modern
Standard Arabic (MSA), Saudi dialect and
Darija. We construct a balanced sentiment
dataset by translating and validating MSA ho-
tel reviews into Saudi dialect and Darija. Us-
ing parameter-efficient fine-tuning (LoRA) and
dialect-specific prompts, we assess each model
under matched and mismatched prompting
conditions. Experimental results show that
Qwen2.5 achieves the highest macro F1 score
of 79% on Darija input using MSA prompts,
while DeepSeek performs best when prompted
in the input dialect, reaching 71% on Saudi di-
alect. LLaMA-3 exhibits stable performance
across prompt variations, with 75% macro F1
on Darija input under MSA prompting. Dialect-
aware prompting consistently improves classi-
fication accuracy, particularly for neutral and
negative sentiment classes.

1 Introduction

Sentiment Analysis (SA) is a fundamental task
in Natural Language Processing (NLP) that in-
volves the computational identification and cat-
egorisation of emotions, opinions, and attitudes
expressed in text (Wankhade et al., 2022; Birjali
et al., 2021). Recent advancements in transformer-
based architectures and Large Language Models
(LLMs) have significantly enhanced SA perfor-
mance by enabling deeper contextual understand-
ing and improved generalisation across varied text
inputs (Zhang et al., 2024; Krugmann and Hart-
mann, 2024).

Among the various application areas of SA, the
hospitality domain has proven particularly valuable

due to the abundance of user-generated reviews,
which offer rich insights into customer experiences.
Hotel reviews encapsulate sentiment-rich narratives
that directly influence consumer behaviour and
business strategies. This makes hospitality a high-
impact domain for testing and refining SA tech-
niques (Ameur et al., 2023). Similarly, SA in the
Arabic language is gaining prominence due to the
expanding digital presence of Arabic-speaking pop-
ulations. However, this progress is uneven as Mod-
ern Standard Arabic (MSA) has been the primary
focus, while dialectal varieties, which dominate in-
formal communication, remain under-represented
in both research and resources (Khaled et al., 2024;
Sherif et al., 2023).

Despite the growing interest in Arabic NLP, di-
alectal SA remains under-explored. The lack of
annotated datasets, along with the linguistic diver-
sity and informal nature of dialects, complicates
model development and evaluation (Alotaibi and
Nadeem, 2024). Furthermore, phenomena such as
orthographic ambiguity and regional lexical vari-
ation reduce the effectiveness of models trained
primarily on MSA. These limitations underscore
the need for adaptive approaches that can gener-
alise across dialects without requiring extensive
labelled corpora (Balakrishnan et al., 2025).

To address these challenges, this study inves-
tigates the use of LLMs for sentiment classifica-
tion across Arabic dialects, specifically focusing
on Saudi dialect, Darija and MSA. By leveraging
prompt-based learning, the proposed framework en-
ables flexible and domain-adaptive sentiment clas-
sification. Inspired by recent findings that highlight
the role of prompt engineering in improving LLM
performance (Rossyaykin, 2024), our approach in-
corporates iterative prompt refinement and example
selection techniques to better handle dialectal vari-
ance.

The rest of this paper is structured as follows:
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Section 2 reviews prior research on Arabic sen-
timent analysis. Section 3 details the proposed
methodology. Section 4 presents the experimental
results and evaluation. Section 5 discusses our find-
ings. Finally, Section 6 concludes the paper and
outlines future research directions.

2 Related Work

Arabic SA presents unique challenges due to the
linguistic complexity, rich morphology, and wide
dialectal variation across regions. These difficul-
ties are further compounded by the lack of large,
high-quality annotated resources. Studies such as
(Khaled et al., 2024) highlight the need for more
datasets and fine-tuned models to bridge this gap.

Miah et al. (2024) proposed a resource-agnostic
approaches that tackled the challenge of perform-
ing SA on non-English texts, including Arabic,
by employing a cross-lingual framework. Their
methodology involved translating Arabic texts
into English using Google Translate and Libre-
Translate, followed by sentiment classification us-
ing an ensemble of pre-trained English-language
models,Twitter-RoBERTa, multilingual BERT and
GPT-3. The final sentiment label was derived via
majority voting. This setup yielded up to 86.71%
accuracy for Arabic inputs.

Abuhammad and Ahmed (2024) developed a
more linguistically grounded approach by focusing
on negation detection, a key challenge in Arabic
sentiment classification due to its ability to reverse
sentiment polarity. They compiled a dataset of
84,000 Arabic hotel reviews, evenly split between
positive and negated-positive examples, and engi-
neered hybrid feature sets combining lexical ele-
ments and structural cues. The Deep Learning clas-
sifier achieved a 99.24% accuracy, outperforming
all traditional models.

Expanding the scope to dialect-specific evalu-
ations, Qarah and Alsanoosy (2025) conducted a
large-scale benchmarking of BERT-based Arabic
models, focusing particularly on Moroccan Ara-
bic (Darija). They evaluated 14 pre-trained trans-
former models, including multi-dialect (e.g., MAR-
BERTv2, QARiB), non-Moroccan mono-dialect
(e.g., SaudiBERT, EgyBERT), and Darija-specific
models (e.g., DarijaBERT variants, MorRoBERTa).
Each model was fine-tuned and tested under a uni-
form pipeline across 13 NLP tasks and 11 datasets,
ensuring methodological rigor and reproducibility.
Evaluation metrics included F1-score and accuracy,

with the best result per task reported.
Shifting to generative models,Al-Thubaity et al.

(2023) evaluated GPT-3.5, GPT-4, and Bard AI
on Saudi Dialect Arabic sentiment tasks using the
Saudi Dialect Twitter Corpus (SDTC). The LLMs
were benchmarked against fine-tuned BERT mod-
els, with GPT-4 achieving 77% F1-score, close
to the top performing BERT model 79%. While
LLMs excelled in negative sentiment detection,
neutral sentiment remained a challenge. They also
assessed LLM-generated tweets for data augmen-
tation, but found that these did not enhance BERT
performance, suggesting limitations in synthetic
data realism. Finally, the most recent approach
of Zouidine and Khalil (2025) investigates the ef-
fectiveness of general-purpose open-source LLMs
(LLaMA, Mixtral, and Gemma) for sentiment clas-
sification in MSA. The models were instructed in
English to classify the Arabic reviews as positive
or negative. With a small set of labeled examples,
LLaMA 3 achieved 84.8% accuracy in the 3-shot
setting, nearly matching the AraBERTv2 baseline
87%. This shows that LLMs can approximate task-
specific models when guided appropriately, though
they still fall slightly short of dedicated, fine-tuned
architectures. The findings affirm the potential of
prompt-based learning in Arabic sentiment tasks,
especially in settings with limited labeled data.

While prior research has demonstrated the poten-
tial of transformer-based models, cross-lingual se-
tups, and prompt-based LLMs for Arabic sentiment
analysis, key gaps remain unaddressed. Dialect-
specific evaluations are often constrained by the
lack of balanced, parallel datasets, making fair com-
parisons across varieties difficult. In addition, most
existing datasets are heavily skewed toward MSA,
limiting their representativeness of real-world di-
alectal usage. Furthermore, there has been limited
systematic investigation into how prompt–input
alignment influences model behaviour across Ara-
bic dialects. These limitations underscore the need
for controlled, comparative studies that account for
dialectal variation and prompt design.

3 Methodology

We conducted experiments using three large lan-
guage models: Qwen2.5-7B-Instruct, LLaMA3
and DeepSeek-R1. All models were evaluated un-
der the same experimental setup. Sentiment labels
were standardised and used to create an 80/20 strat-
ified train/test split for each dialect to maintain
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balanced class distribution.

3.1 Data

For this study, we used the ABSA-Hotels dataset,
released as part of the Arabic track of SemEval-
2016. The dataset consists of Arabic hotel reviews
collected from popular platforms such as Book-
ing.com and TripAdvisor. (Pontiki et al., 2016;
Mohammad et al., 2016; Al-Smadi et al., 2019).

We carried out a thorough cleaning and restruc-
turing process. Sentences with conflicting or mixed
polarity labels were manually reviewed and reas-
signed using consistent heuristics. Text normalisa-
tion was applied using the ruqiya library, removing
punctuation, diacritics and elongated characters.
Duplicates and very short entries were discarded.
From this process, we constructed a balanced sub-
set of 538 sentences. To extend the dataset’s across
dialectal Arabic, we translated MSA sentences into
Saudi dialect and Darija using Meta’s NLLB-200
translation model. Each translation was manually
evaluated and corrected where necessary, with vali-
dation performed by native speakers to ensure di-
alect accuracy, translation correctness, and senti-
ment preservation.

3.2 Experimental Setup

3.2.1 Prompt Design
The prompt design followed a structured,
instruction-based format using explicit system,
user and assistant role tags, consistent with
chat-style LLM interfaces.

We used dialect-specific prompts tailored to each
Arabic variety, ensuring that the instructions and
examples reflected the linguistic features of the
target dialect. Additionally, we tested both MSA
and English prompts across all input dialects for
comparative analysis.

Each prompt consisted of System instruction that
defined the assistant’s role as a sentiment classifi-
cation expert for a specific dialect and emphasised
that the result must be a direct label. Then, user
query presented the input sentence for classifica-
tion. Finally, assistant response for the expected
model output was the correct sentiment label only,
without any explanation or justification.

A separate template was constructed for each
dialect, adapting instruction tone and vocabulary
to the dialect’s characteristics. Table 1 presents
sample prompts across dialects.

Additionally, three short reviews were randomly

sampled from each dialect-specific dataset, one per
sentiment class, and used as few-shot exemplars in
the prompt construction.

3.2.2 Model Fine-Tuning
Fine-tuning was performed using parameter-
efficient fine-tuning (PEFT) via Low-Rank Adapta-
tion (LoRA), which updates a limited set of train-
able parameters while keeping the base model
weights frozen (Hu et al., 2021).

LoRA adapters were integrated into the attention
projection layers, specifically those responsible for
generating the query, key, and value vectors. The
output projection layer, which maps the attended
values back to the original embedding space, was
also involved.

To further improve efficiency and performance,
we applied 4-bit quantization during fine-tuning.
This reduced memory usage, also showed improved
performance across the evaluated tasks.

Training was conducted using the Hugging Face
Trainer API. Model evaluation was performed at
the end of each epoch using a held-out test set, and
the best-performing checkpoint was selected based
on evaluation loss. All model weights, tokenizer
configurations, and training logs were saved to en-
sure full reproducibility. The final fine-tuned model
was subsequently used for downstream inference
and analysis.

4 Evaluation Results

This section presents the evaluation results of three
LLMs (DeepSeek, Qwen2.5, and LLaMA-3) on
sentiment classification tasks across different Ara-
bic Varieties. We analyse their performance un-
der various prompting strategies, including dialect-
matched, MSA, and English prompts, to assess
how prompt–input alignment impacts classification
accuracy and macro F1 scores.

4.1 Effect of Dialectal Prompting on Model
Performance

Table 2 highlights DeepSeek’s performance across
different prompt–dialect configurations. The model
shows a clear advantage when the prompt language
is aligned with the dialectal variety of the input. Its
best results were obtained on Saudi data using a
Saudi dialect prompt and Darija data using a Dar-
ija prompt, with accuracies of 72% and 66%, and
macro F1-scores of 71% and 64%, respectively.
On MSA data, DeepSeek performed comparably
with both English and MSA prompts, achieving
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Table 1: Prompt templates per language/dialect

Data Prompt Language Accuracy Macro F1

Darija
English 48% 40%
MSA 64% 60%
Darija 66% 64%

Saudi
English 67% 51%
MSA 65% 54%
Saudi 72% 71%

MSA English 70% 67%
MSA 70% 69%

Table 2: DeepSeek model performance across dialects
and prompt types

70% accuracy in both cases. The macro F1-score
was slightly higher with the MSA prompt at 69%,
compared to 67% with the English prompt. In con-
trast, performance declined with MSA and English
prompts, especially on Darija input, where the F1
dropped to 40% under English prompting.

A similar pattern, though more robust over-
all, is observed with Qwen2.5, as shown in Ta-
ble 3. Among all models evaluated, Qwen2.5
achieved the strongest performance. On Darija
data, it reached a macro F1-score of 79% with
MSA prompts and remained strong under dialec-
tal prompting, achieving 75%. On Saudi input,
the model again benefited from MSA prompts, ob-
taining an F1-score of 74%, outperforming both

Data Prompt Language Accuracy Macro F1

Darija
English 31% 24%
MSA 81% 79%
Darija 78% 75%

Saudi English 32% 27%
MSA 76% 74%
Saudi 66% 64%

MSA English 33% 28%
MSA 74% 73%

Table 3: Qwen2.5 performance across dialects and
prompt types

LLaMA-3 and DeepSeek in that configuration.
However, Qwen2.5 struggled with English prompts,
where performance dropped significantly to 27%
on Saudi data and 24% on Darija data.

In comparison, LLaMA-3 demonstrates a more
balanced, though slightly less competitive, perfor-
mance across configurations, as shown in Table 4.
Unlike Qwen2.5, LLaMA-3 showed greater re-
silience to English prompts, maintaining F1-scores
between 66% and 71% on both Darija and Saudi
data. Its strongest results were observed with MSA
prompts on Darija and MSA input, reaching macro
F1-scores of 75% and 73%, respectively. On Saudi
data, LLaMA achieved a solid 72% F1 with MSA
prompts and 69% with English prompts, further
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Data Prompt Language Accuracy Macro F1

Darija
English 65% 66%
MSA 75% 75%
Darija 68% 58%

Saudi English 69% 69%
MSA 75% 72%
Saudi 73% 67%

MSA English 70% 71%
MSA 74% 73%

Table 4: LLaMA-3 performance across dialects and
prompt types

underscoring its cross-lingual flexibility. While
dialectal prompting did improve performance in
some cases, particularly on Saudi input, the results
were mixed on Darija, suggesting that LLaMA-3
maintains stable yet prompt-sensitive behaviour
and benefits most from formal or multilingual-
aware prompting across Arabic varieties.

4.2 Impact of Dialectal Prompts on Neutral
and Negative Sentiment

Dialect-specific prompts significantly improved
performance on neutral and negative sentiment
classes, which are especially difficult to classify
in dialectal text (Al-Thubaity et al., 2023).

While macro F1 scores for the positive class re-
mained relatively stable across prompts, neutral
and negative predictions improved in several con-
figurations when dialectal prompting was applied.
However, the extent of improvement varied across
models and dialects. In some cases, performance
even declined slightly, particularly for Qwen2.5
on Darija input and LLaMA-3 on Saudi data, indi-
cating that dialectal prompting is not consistently
beneficial, but context-dependent.

Table 5 presents the neutral and negative F1
scores before and after applying dialect-specific
prompts for each model and dialect. Notably,
DeepSeek showed consistent improvement across
nearly all settings, especially for the neutral class,
rising from 13% to 55% on Saudi data. LLaMA-
3 achieved its best negative F1 on Darija data
when switching from MSA to Darija (77% to 88%),
while Qwen2.5 remained strong across the board
but saw minimal gain from dialect adaptation in
some settings.

Overall, these findings suggest that dialectal
prompts can help models better interpret challeng-
ing sentiment classes, particularly when dealing
with informal input. However, they also highlight

that not all models respond equally to prompt shifts,
and its impact varies depending on the model’s han-
dling of linguistic variation and the specific features
of the input.

5 Discussion

Building on the experimental results, this section
discusses the implications of prompt language
alignment, model-specific behaviour, and class-
level performance patterns. We highlight differ-
ences in model sensitivity to dialectal cues, chal-
lenges in neutral and negative sentiment detection,
and the role of dialect-specific prompting in miti-
gating common misclassification issues.

5.1 Dialectal Prompting and Models
Behaviour

While our results clearly demonstrate that aligning
the prompt dialect with the input data leads to im-
proved performance, the extent and nature of this
improvement vary notably across models, offering
insights into their underlying language handling
strategies. DeepSeek, for instance, appears highly
sensitive to prompt–input mismatches, performing
substantially better when explicitly prompted in the
same dialect as the input. This sensitivity suggests
a greater reliance on surface-level lexical cues and
a narrower contextual understanding of dialectal
variation.

By contrast, Qwen2.5 maintained consistently
strong performance even in cases of dialect mis-
match, particularly when using MSA prompts. This
pattern points to a more generalised internal repre-
sentation of Arabic, enabling the model to adapt
across dialects without requiring perfect alignment.
LLaMA-3 occupied a middle ground; while its
overall performance was slightly lower, it exhib-
ited notable stability across mismatched conditions.
This resilience may reflect a more balanced pre-
training distribution or stronger contextual abstrac-
tion mechanisms.

These contrasts underscore an important method-
ological takeaway; prompt design must consider
not only the linguistic characteristics of the input
data, but also the model’s capacity for generalisa-
tion and sensitivity to variation. Dialectal prompt-
ing, therefore, does not yield consistent benefits in
all scenarios but a strategy whose effectiveness de-
pends on the interplay between model architecture,
training exposure, and the nature of the task.
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Model Dialect Prompt Before Prompt After Neutral F1 Negative F1 Positive F1

Qwen2.5
Darija MSA Darija 0.66 (–0.08) 0.78 (+0.04) 0.79 (–0.01)
Saudi MSA Saudi 0.55 (–0.02) 0.78 (+0.04) 0.79 (–0.02)
MSA English MSA 0.42 (+0.21) 0.30 (+0.00) 0.77 (–0.04)

LLaMA-3
Darija MSA Darija 0.00 (+0.60) 0.77 (+0.11) 0.75 (+0.03)
Saudi MSA Saudi 0.55 (–0.12) 0.84 (–0.03) 0.76 (+0.01)
MSA English MSA 0.63 (+0.00) 0.68 (+0.00) 0.73 (+0.00)

DeepSeek
Darija MSA Darija 0.37 (+0.21) 0.78 (+0.04) 0.70 (–0.17)
Saudi MSA Saudi 0.13 (+0.42) 0.78 (+0.04) 0.70 (+0.04)
MSA English MSA 0.17 (+0.20) 0.42 (+0.41) 0.73 (+0.00)

Table 5: Class-level F1 improvements after using dialect-specific prompts, shown as after score ±change from before

Table 6: Examples of Model Predictions for the Neutral
Class

5.2 Error Patterns and Linguistic Ambiguity

An analysis of misclassified examples reveals per-
sistent challenges in detecting neutral and negative
sentiment in Arabic dialectal text. These errors
largely stem from ambiguity in tone, indirect phras-
ing, and the models’ overreliance on surface-level
sentiment cues.

Examples of neutral sentiment misclassifications
are shown in Table 6, highlighting how LLMs can
struggle to distinguish between implicit evaluation
and actual sentiment, particularly when affect is
downplayed or absent. Models frequently defaulted
to positive predictions when sentences included
general approval or value-for-money statements,

even when the intent was descriptive or compar-
ative. In such cases, expressions of adequacy or
appropriateness were misread as praise.

Negative sentences were often mislabeled as neu-
tral due to polite tone, narrative framing, or indirect
complaint structures. As shown in Table 7, this in-
cluded critiques masked in formal language, sarcas-
tic remarks, or subtle indicators of dissatisfaction,
pointing to a core limitation in generative models
when dealing with understatement or pragmatically
encoded negativity, both common in Arabic dis-
course.

Table 7: Examples of Model Predictions for the Nega-
tive Class

The use of dialect-specific prompts and align-
ment between prompt and input varieties con-
tributed to reducing such errors. When instructions
matched the input dialect, models demonstrated
improved handling of tone, idiomatic phrasing, and
pragmatic nuance. This alignment reduced the over-
prediction of the positive class and supported more
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accurate recognition of subtle sentiment in dialectal
Arabic.

6 Conclusion and Future Work

This study presented a comparative evaluation
of three large language models, DeepSeek-R1,
Qwen2.5, and LLaMA-3, for sentiment classifica-
tion across Modern Standard Arabic (MSA), Saudi
Arabic, and Darija. Through a combination of
dialect-specific prompting, we investigated how
model behaviour varies across dialects and prompt
configurations. Our results show that alignment
between input and prompt significantly improves
performance.

Qwen2.5 achieved the highest overall accuracy
and F1 scores, demonstrating strong generalization
even under prompt mismatch. DeepSeek, while
more sensitive to alignment, showed substantial
gains when prompted in the target dialect. LLaMA-
3 maintained consistent performance, balancing
robustness and sensitivity. Across all models, neu-
tral and negative sentiment classification remained
the most challenging, often due to indirect phrasing,
implicit affect, or sarcasm.

The findings highlight how dialectal prompt-
ing benefits underrepresented varieties and im-
proves recognition of neutral and negative sen-
timent, which remain difficult due to pragmatic
ambiguity and indirect affective cues. Perfor-
mance gains were especially evident in DeepSeek,
while Qwen2.5 showed more robust generalisation.
LLaMA-3 performed moderately but consistently,
reflecting a trade-off between flexibility and dialec-
tal sensitivity. In all cases, dialect-aware prompting
reduced overprediction of the positive class and
supported more accurate sentiment interpretation.

Future directions include expanding to addi-
tional Arabic varieties. We also plan to evaluate
zero-shot and few-shot prompting strategies. Fi-
nally, extending the task to include aspect-based
sentiment analysis would provide a more fine-
grained understanding of how models handle senti-
ment in specific topics or entities within complex
dialectal texts.
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