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Abstract

Social media platforms like Reddit, YouTube,
and Instagram amplify rapid dissemination of
negative sentiment, potentially causing harm
and fostering extremist discourse. This paper
addresses the NLP challenge of predicting sud-
den spikes in negative sentiment by fine-tuning
multilingual transformer models. We present a
structured pipeline emphasizing linguistic fea-
ture extraction and temporal modeling. Our
experimental results, obtained from extensive
Reddit, YouTube, and Instagram data, demon-
strate improved forecasting accuracy over base-
line methods. Ethical considerations and im-
plications for deployment in social media mod-
eration are thoroughly discussed. The system
includes user-centric interactive features such
as real-time filtering dashboards, customizable
negativity thresholds, and forecasting analytics,
providing actionable insights for preventative
content moderation. Given its real-time deploy-
ment potential and cross-platform applicability,
our system offers actionable insights for proac-
tive content moderation.

1 Introduction

Social media platforms play a critical role in com-
munication, but frequently propagate toxic narra-
tives. Reddit, YouTube, and Instagram, in particu-
lar, see frequent bursts of negativity, affecting user
well-being and broader social discourse. Accu-
rately forecasting such spikes enables proactive
moderation and intervention. This paper intro-
duces an NLP-centric solution: forecasting senti-
ment spikes through customized transformer mod-
els tailored to these platforms’ unique linguis-
tic landscape. Our implemented pipeline com-
bines a fine-tuned multilingual transformer model
(cardiffnlp/xIm-twitter-politics-sentiment) and an
XGBoost regression model enhanced by Gaussian
smoothing. To analyze narrative clusters, we ap-
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plied HDBSCAN clustering combined with Ope-
nAl embeddings.
Our contributions are as follows:

* A refined adaptation of the cardiffnlp/xIm-
twitter-politics-sentiment model for social
media-specific language;

* A linguistically informed feature extraction
pipeline that captures early signals of negativ-
ity spikes;

* A robust forecasting model combining neural
networks and ensemble learning for multi-day
sentiment prediction;

* A rigorous evaluation framework cross-
referenced with real-world events and histori-
cal spikes;

* Comprehensive ethical and practical frame-
work for safe deployment, addressing poten-
tial misuse, user privacy, and algorithmic bias.

2 Related Work

Sentiment analysis traditionally focused on static
text classification; recent studies increasingly inte-
grate temporal dynamics for real-time online pre-
diction. Transformer-based models, particularly
multilingual variants, show significant social media
promise. Our approach advances this by combin-
ing fine-grained linguistic analysis with temporal
forecasting, addressing existing literature gaps.

2.1 Toxicity and Negativity Spike Prediction

Early efforts to identify harmful online discus-
sions relied on burst detection (Papegnies et al.,
2017), sequence modeling for civil-to-toxic shifts
(Zhang et al., 2018), or LSTM-based models for
hate speech temporal dynamics (Mathew et al.,
2021). While highlighting temporal/conversational
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modeling’s importance, these focus on toxicity *de-
tection*, rarely applying to cross-platform contexts
or prioritizing sentiment-driven *early warning sys-
tems* for proactive intervention, a core focus here.

2.2 Multilingual Sentiment and Offense
Detection

Transformer-based models revolutionized multilin-
gual NLP. Models like (Sigurbergsson and Der-
czynski, 2020) show strong offensive language de-
tection capabilities across languages. XLM-R’s
success in OffensEval (Zampieri et al., 2020) fur-
ther underscores multilingual transformers’ power
for social media toxicity. However, studies like
(Chiril et al., 2020) (FRENK) reveal persistent
cross-language performance gaps, indicating a
need for robust, generalizable solutions. While
effective for toxicity, these works often rely on
static, task-specific datasets or lack the real-time
generalizability across diverse social contexts and
content types our system aims for.

2.3 Content Moderation and Social Media
Dynamics

Research into social media dynamics explores
content moderation policy effects. Studies like
(Jhaver et al., 2019) investigate how Reddit moder-
ation shapes user engagement/community fairness.
(Ribeiro et al., 2021) conducted longitudinal stud-
ies on deplatforming ripple effects, while (Faddoul
et al., 2020) used network analysis to map conspir-
acy narrative propagation on platforms like Red-
dit/YouTube. These works are crucial for under-
standing moderation’s social effects and platform-
specific behaviors. However, they typically focus
on analyzing existing dynamics or retrospective
intervention impact, stopping short of proactively
forecasting harmful content surges.

2.4 Platform-Specific Analysis: Beyond
Twitter

While Twitter is a primary sentiment/toxicity fo-
cus, research also delves into other platforms.
(Zhang and Davidson, 2020) explored Reddit-
specific BERT models for toxicity. Studies like
(Thelwall et al., 2012) analyzed YouTube comment
polarity/clustering, and (Gao et al., 2018) focused
on Instagram for multimodal hate speech using
joint embeddings. These platform-specific analy-
ses reveal unique linguistic/behavioral traits. How-
ever, they often lack a unified, cross-platform pre-
dictive framework, typically functioning as static
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classifiers rather than proactive spike forecasting
systems.

2.5 Our Work’s Contribution and Gaps
Addressed

Our research distinctively advances the field by pri-
marily forecasting future negative sentiment surges,
rather than merely detecting them. Unlike prior
snapshot classifiers, our approach predicts upcom-
ing volatility. We introduce a socially-trained,
cross-platform system, fine-tuned on social media-
native discourse across Reddit, YouTube, and In-
stagram content. Crucially, instead of binary clas-
sification, our model produces a single continuous
negativity score, inherently better suited for tem-
poral modeling and volatility analysis to identify
sudden shifts.

This work addresses several critical gaps in ex-
isting literature:

* No existing model reliably predicts cross-
platform, generalizable, real-time negativity
spikes.

* Current literature lacks tools proactively flag-
ging broad sentiment trends *before* crises
escalate, especially across multiple content
modalities/diverse community cultures.

* Most existing multilingual/content modera-
tion models remain platform-bound, task-
specific, or retrospective, limiting proactive
intervention utility.

Integrating a fine-tuned multilingual trans-
former with an XGBoost regression model and
linguistically-informed feature extraction, our
pipeline offers a novel, practical solution for
proactive content moderation.

3 Dataset and Preprocessing

We used social media data from diverse forums
collected over six-month periods (three months be-
fore/after) each of four major sociopolitical events:
the Capitol Insurrection, the Supreme Court’s re-
versal of Roe v. Wade, George Floyd’s death, and
COVID-19 lockdowns. While Reddit served as our
core dataset for sociopolitical event evaluation, we
included parallel Instagram captions and YouTube
video descriptions for generalizability. All text
data underwent a unified sentiment preprocessing
pipeline, which involved:



3.1 Data Collection

We collected approximately 2  million
posts/comments via various APIs, ensuring
representation from politically charged, mental
health, and general forums. For comprehensive rep-
resentation, we used stratified sampling, selecting
forums known for diverse discourse (Zhuravskaya
et al., 2020; DiGrazia et al., 2013; Dictionary,
2025; Association, 2004). APIs provided efficient
data retrieval, yielding post/comment text and
metadata (timestamps, author information, forum
affiliation (SubredditStats.com, 2025)).

3.2 Text Cleaning

Text standardization involved removing URLs, spe-
cial characters, emojis, and mentions, plus normal-
izing punctuation/capitalization. Raw social media
text often contains noise hindering sentiment anal-
ysis; thus, our cleaning pipeline standardized text
and removed disruptive elements:

¢ URLSs: Removed to eliminate external links
irrelevant to sentiment.

* Special characters: Non-alphanumeric sym-
bols removed to simplify text.

* Emojis: Removed due to potential ambigu-
ity/inconsistency in sentiment analysis.

* Mentions: User mentions (e.g., u/username)
removed to avoid bias.

* Punctuation/Capitalization: Standardized
for consistent text format, reducing variations
not affecting underlying sentiment.

3.3 Temporal Aggregation

Hourly aggregation created continuous sentiment
time series for robust temporal modeling. To an-
alyze trends, we aggregated post/comment senti-
ment scores into hourly bins, transforming discrete
data into a continuous time series of average hourly
sentiment. This aggregation is crucial for identify-
ing sentiment patterns, fluctuations, and applying
time series forecasting techniques. Hourly aggrega-
tion balanced capturing fine-grained dynamics with
noise reduction; finer aggregation (e.g., minute-
level) risks excessive noise, while coarser (e.g.,
daily) may obscure short-term trends.

3.4 Sentiment Labeling

We fine-tuned the transformer model on manu-
ally annotated data. Posts exceeding a determined
negativity threshold were labeled “’negative”, with
hourly bins flagged as spikes based on aggregated
sentiment. Spikes replicated trends observed on
chosen sociopolitical event days. For model train-
ing, we manually annotated a dataset, carefully as-
signing sentiment labels considering linguistic con-
text/nuances. An experimentally validated negativ-
ity threshold ensured accurate sentiment reflection.
Hourly bins identified periods of high negativity
for spike forecasting. Manual annotation is crucial
for model quality, providing labeled examples for
accurate classification of unseen posts.

3.5 Data Splitting and Class Balance

Our dataset was chronologically split for evalua-
tion to prevent data leakage, with each sociopolit-
ical event’s date serving as a natural cutoff. Data
three months prior to each event was used for train-
ing/validation, and three months post-event for test-
ing. Within these segments, we applied an 80%
training, 10% validation, and 10% testing propor-
tional random split. Given spike events are natu-
rally less frequent, we addressed class imbalance
by undersampling non-spike days for balanced rep-
resentation. A classifier further filtered for "usable’
posts, focusing on politics/relevant topics, reducing
irrelevant posts far from negativity peaks and opti-
mizing the dataset for spike detection. This strategy
ensured clear training signals for rare, critical spike
events.

4 Model Architecture

We  adapted  cardiffnlp/xIm-twitter-politics-
sentiment, a multilingual transformer originally
pre-trained on political discourse, to score senti-
ment across Reddit, YouTube, and Instagram posts
after preprocessing and linguistic annotation:

4.1 Fine-Tuning Procedure

The cardiffnlp/xIm-twitter-politics-sentiment
model(CardiffNLP, 2022) served as the foundation
of our sentiment analysis framework. To adapt
this model to the specific characteristics of social
media language and our spike forecasting task, we
employed a single-stage fine-tuning procedure.
This process utilized our manually annotated and
pre-filtered dataset.
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For optimization, we used the Adam optimizer
with an initial learning rate of 2e-5, which was
gradually decreased during training. The fine-
tuning was performed with a batch size of 32 for 40
epochs, minimizing standard cross-entropy loss be-
tween predicted sentiment labels and ground truth
labels. All fine-tuning experiments were conducted
on a Google Colab T-4 GPU environment. Hy-
perparameter tuning was guided by a grid search
approach, ensuring optimal performance on a vali-
dation set.

4.2 Embedding Optimization

Contextual embeddings were explicitly adapted to
capture slang, community-specific jargon, and lin-
guistic constructs common to social media. This
optimization was integrated into our single-stage
fine-tuning process. We leveraged Estimation Max-
imization (EM) with Snorkeling from Labeling
Functions (LFs) to programmatically generate addi-
tional weak labels, effectively expanding the train-
ing signal and enabling the model to better capture
the nuances and subtleties of social media language
during fine-tuning. This process allowed the model
to learn more accurate and relevant representations
of words and phrases within the social media con-
text without requiring exhaustive manual annota-
tion of every linguistic variant.

Before scoring, we hand-annotated a representa-
tive subset for emotion and sarcasm to further re-
fine the model’s understanding and extract features
such as syntactic complexity and lexical diversity.

4.3 Temporal Smoothing

Sentiment predictions can often be noisy and fluc-
tuate rapidly, making it difficult to identify under-
lying trends. To address this, we used exponential
moving averages, a technique used in time series
analysis to reduce noise and highlight longer-term
trends. This made it easier to identify significant
trends and patterns in the data, as it helps to distin-
guish between random noise and genuine spikes in
negative sentiment. The technique assigns weights
to past data points, with more recent data points
receiving higher weights, which helps smooth out
short-term fluctuations and reveal the overall direc-
tion of sentiment change.

S5 Spike Forecasting Method

Our spike forecasting is comprised of two distinct
steps:
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5.1 Linguistic Feature Extraction

To predict spikes in negative sentiment, we ex-
tracted and tracked a set of linguistic features from
the text data. These features were chosen based on
their potential correlation with emerging negativity.
The following linguistic metrics were evaluated:

* Lexical diversity: This metric measures the
variety of words used in the text. A decrease
in lexical diversity might indicate a more lim-
ited and potentially repetitive use of language,
which could be associated with negative senti-
ment.

* Syntactic complexity: This metric assesses
the complexity of sentence structures. More
complex syntax might be used to express nu-
anced opinions, while simpler syntax could
be associated with more direct and potentially
negative expressions.

¢ Keyword frequencies: We tracked the fre-
quencies of specific keywords that are known
to be associated with negative sentiment.
Changes in the frequency of these keywords
can provide insight into shifts in the emotional
tone of the discourse.

* Emotional tone: We used sentiment analysis
techniques to assess the overall emotional tone
of the text, beyond just positive or negative.
This included measuring levels of emotions
such as anger, sadness(Association, 2004),
and fear, which can be indicative of negativity
spikes.

The extraction of these linguistic features pro-
vided a richer representation of the text data, cap-
turing not only the overall sentiment but also vari-
ous linguistic characteristics that can be predictive
of negativity spikes. This extraction immediately
followed preprocessing and annotation, and was
completed prior to model scoring.

5.2 Predictive Modeling

We deployed an XGBoost regression model trained
on language patterns and sentiment scores to fore-
cast spikes 7 days in advance.

XGBoost is a powerful and efficient gradient-
boosting algorithm that has been shown to perform
well in various machine learning tasks(Dictionary,
2025). This model, as mentioned above, was
trained on a combination of the extracted linguistic



features and the temporally smoothed sentiment
scores.

The linguistic features provided valuable infor-
mation about the characteristics of the text, while
the smoothed sentiment scores captured the overall
trend of sentiment over time. By combining these
two types of input, the XGBoost model was able
to learn complex relationships and patterns that are
indicative of upcoming negativity spikes.

The forecasting horizon of 7 days was chosen to
provide sufficient time for moderation and interven-
tion measures to be taken (for Fundamental Rights,
2023; Mitroff, 2025). The model’s predictions were
evaluated using various metrics to assess its accu-
racy and effectiveness.

5.2.1 Feature Importance Analysis

To gain insights into the model’s decision-making
and identify the most influential predictors of neg-
ativity spikes, we performed a feature importance
analysis using the built-in feature importances at-
tribute of our trained XGBoost model. This anal-
ysis revealed that emotional tone, sarcasm, and
structural elements (such as repeated phrases and
letter patterns) were the most critical features for
forecasting.

Specifically, the model heavily leveraged key
phrases and structural repetitions within the text.
This suggests that the presence of specific linguistic
patterns or the repetitive nature of certain discourse
elements serve as strong early signals for an im-
pending negativity spike. While emotional tone
and sarcasm also contributed, the analysis high-
lighted the significant predictive power of these
structural linguistic indicators. This finding aligns
with the hypothesis that changes in the fundamental
composition and repetition within online discourse
often precede major shifts in sentiment.

6 Experimental Results

Our model’s performance was rigorously evaluated
over six months of data, encompassing four major
sociopolitical events, allowing for a robust assess-
ment of its ability to forecast negativity spikes.

6.1 Metrics and Baseline Comparisons

Our sentiment forecasting model’s effectiveness
was assessed using several key metrics, includ-
ing accuracy for spike prediction and Root Mean
Squared Error (RMSE) for forecasting precision.
We provide a comprehensive comparative analysis
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against established baseline methods, which high-
lights the advances offered by our integrated neural
network and ensemble learning approach.

The following table summarizes the performance
of our model against these baselines: Naive Thresh-
olding, Logistic Regression, ARIMA, and Prophet.
Accuracy, Precision, Recall, and AUPRC specifi-
cally evaluate the model’s capability to correctly
identify and prioritize actual negativity spikes,
while MAE and RMSE reflect overall forecasting
erTor.

Model RMSE | MAE (Approx.) | Precision (Spikes) | Recall (Spikes) | AUPRC (Spikes)
Our Model 047 0.22-0.25 0.62-0.70 0.48-0.58 0.50-0.60
Naive Thresholding 0.61 0.38 0.20-0.30 0.12-0.22 0.10-0.18
Logistic Regression 0.57 0.34 0.35-0.42 0.20-0.28 0.18-0.26
ARIMA 0.54 0.32 0.30-0.40 0.18-0.26 0.15-0.24
Prophet 0.52 0.31 0.33-0.42 0.20-0.30 0.17-0.26

Table 1: Comparison of our model against baseline
methods on forecasting toxicity/negativity spikes.

Our model achieved an accuracy of 96.9% in
forecasting negativity spikes, demonstrating a high
capacity for correctly identifying these critical
events. The RMSE of 0.47 and an estimated MAE
of 0.22-0.25 indicate strong forecasting precision.
Notably, our model also shows superior perfor-
mance in identifying actual spike events, with es-
timated Precision for Spikes between 0.62-0.70,
Recall between 0.48—0.58, and AUPRC between
0.50-0.60. These metrics signify fewer false posi-
tives and good coverage of true spike events com-
pared to the baselines. Furthermore, with a p-value
of 0.0013, our model’s performance is statistically
significant, suggesting that the observed effective-
ness is unlikely due to random chance when com-
pared to the baselines.

6.2 Quantitative Findings

Our quantitative findings consistently highlighted
significant variations in negativity across different
forums, even in non-explicitly political communi-
ties. For instance, r/southpark showed a substantial
increase in negativity of approximately 212.61%
during periods of sociopolitical events, underscor-
ing that broader discourse significantly influences
diverse online communities beyond traditional po-
litical forums. This suggests the necessity for adapt-
able and broader dynamic moderation strategies.

6.3 Qualitative Insights

Detailed error analyses provided valuable insights
into the superior linguistic sensitivity of our
transformer-based model. It effectively identified
subtle linguistic indicators preceding spikes, such



as changes in lexical diversity, syntactic complex-
ity, and the use of specific keywords or emotional
tones. In contrast, simpler baseline methods, par-
ticularly naive thresholding and logistic regression,
often failed to capture these nuances, leading to less
accurate predictions. Similarly, pre-trained senti-
ment classifiers without domain adaptation strug-
gled with the intricacies of social media language,
highlighting the critical importance of our fine-
tuning approach. These qualitative observations
reinforce that our transformer-based model, with
its ability to interpret complex linguistic patterns,
is better suited for forecasting negativity spikes in
social media discourse.

7 Conclusion

In this work, we presented a novel framework for
forecasting spikes in negative sentiment in Red-
dit, Youtube, and Instagram using a combination
of fine-tuned multilingual transformer models and
ensemble learning. By incorporating linguistically-
informed features and applying temporal smooth-
ing, our system demonstrates superior predictive
power over static sentiment classification methods.
The integration of forecasting and real-time filter-
ing capabilities offers actionable insights for so-
cial media moderation. Future work will focus
on expanding the model to multilingual contexts,
improving cross-platform generalizability, and in-
troducing adaptive feedback mechanisms informed
by user interaction.

8 Ethical Considerations and Broader
Impact

Deploying sentiment prediction entails significant
ethical responsibility. Misuse scenarios include
surveillance and censorship (Conway, 2016), while
inaccurate predictions could exacerbate user harm.
Clear moderation policies (Inc., 2025), privacy-
preserving practices (of California, 2025), and
transparent deployment guidelines are crucial. Ad-
dressing linguistic biases is essential, as models
trained on internet discourse may disproportion-
ately flag or misclassify certain dialects, slang, or
marginalized speech communities.

We mitigate these concerns by emphasizing
transparency in model design and interpretability.
Our pipeline uses anonymized social media data
and avoids reliance on personally identifiable in-
formation. Model decisions are not deployed au-
tonomously; rather, they are intended to assist hu-

man moderators by surfacing trends and potential
spikes for further review.

We further recognize that sentiment forecasting
can shape platform dynamics. Predictive mod-
eration tools must avoid punitive or preemptive
censorship and instead empower healthy dialogue
and harm reduction. We recommend human-in-
the-loop implementation, periodic audits of model
outputs, and open documentation of failure modes.

Future iterations of our system will explore ex-
plainable NLP strategies and multilingual fairness
testing to extend generalizability while minimizing
harm. Our work aims to support responsible Al
for content moderation — not to replace nuanced
human judgment, but to enhance it with timely,
actionable insights.

9 Reproducibility

Due to the proprietary and sensitive nature of the
social media data utilized and the developed code,
we are unable to make them publicly available.
However, we have provided a comprehensive de-
scription of our methodology, including details on
data collection, preprocessing steps, model archi-
tecture, fine-tuning procedures, and feature engi-
neering. This aims to ensure sufficient transparency
for understanding our approach and facilitating
replication by independent researchers where feasi-
ble. Researchers interested in potential collabora-
tions or verification may contact the corresponding
author for inquiries, subject to appropriate data
governance and non-disclosure agreements.
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