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Abstract

Automatic detection of sexist language on so-
cial media is gaining attention due to its harm-
ful societal impact and technical challenges it
presents. The limited availability of data re-
sources in some languages restricts the devel-
opment of effective tools to fight the spread
of such content. In this work, we investigated
various methods to improve the efficiency of au-
tomatic detection of sexism and its subtypes in
a low-resource language, Turkish. We first ex-
perimented with various LLM prompting strate-
gies for classification and then investigated the
impact of different data augmentation strate-
gies, including both synthetic data generation
with LLMs (GPT, DeepSeek) and translation-
based augmentation using English and Spanish
data. Finally, we examined whether these aug-
mentation methods would improve model per-
formance of a trained neural network (BERT).
Our benchmarking results show that fine-tuned
LLM (GPT-40-mini)' achieved the best per-
formance compared to zero-shot, few-shot,
Chain-of-Thought prompt classification and
training a neural network (BERT) including
the data augmented in different ways (syn-
thetic generation, translation). Our results
also indicated that, for the classification of
more granular classes, in other words, more
specific tasks, training a neural network gener-
ally performed better than prompt-based classi-
fication using an LLM.

1 Introduction

Sexism is considered as “’the actions based on the
belief that the members of one sex are less intelli-
gent, able, skillful, etc. than the members of the
other sex, especially that women are less able than
men”.

'OpenAl. (2024). GPT-40-mini [Large language model].

OpenAL https://openai.com
“https://dictionary.cambridge.org/dictionary/english/sexism
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In various forms, sexism has been shown to have
a negative impact on society, especially on certain
target groups. Social networks provide a medium
where anyone can easily and freely publish any text,
resulting in a space that contains harmful content as
well as useful content which arises the need for an
effective automated filtering mechanism. Advance-
ments in LL.Ms have impacted a wide range of
natural language processing (NLP) tasks, surpass-
ing previous methods in understanding, generating,
and classifying language. Recently, research focus-
ing on hate speech identification with LLMs gained
more attraction (Guo et al., 2023; Roy et al., 2023;
Samani et al., 2025).

Our research specifically examines the efficiency
of various strategies for the classification and data
augmentation using LLMs. Prompt-based classifi-
cation utilizes the knowledge of LLMs to perform
classification tasks with less labeled data. On the
other hand, data augmentation using LLMs has
emerged as a strategy to enhance model perfor-
mance by generating diverse synthetic data reduc-
ing the dependency on labor-intensive and costly
manual data collection (Liu et al., 2023).

The rest of the manuscript is organized as fol-
lows. In Section 2 we provide a brief overview
of the background and state of the art. Section 3
presents our methodology of the experiments and
the approach for data augmentation. In Section 4
we provide the results of our study. Finally, Section
5 summarizes the conclusions and points out future
work.

2 Related Work

Identification of offensive language in various
forms has been widely researched for years.
Throughout the years, more specific types of of-
fensive language gained traction. Identification of
gender discrimination is a major topic which is

Proceedings of Recent Advances in Natural Language Processing,pages 771-779
Varna, Sep 8-10, 2025

https://doi.org/10.26615/978-954-452-098-4-089



studied from multiple angles.

Earlier detection mechanisms focused on tra-
ditional algorithms such as Logistic Regres-
sion, Naive Bayes and Support Vector Machines
(Shushkevich and Cardiff, 2019). More recently,
approaches based on neural networks (RNNs, bi-
LSTMs etc.) were preferred due to reported good
results (Anzovino et al., 2018; Parikh et al., 2021).
Over time, Bidirectional Encoder Representations
from Transformers (BERT) became the predom-
inant classification model as also reported in the
systematic survey by (Lei et al., 2024). As in other
NLP tasks, introduction of LLMs progressed the
hate speech detection field through significant im-
provements in accuracy and contextual understand-
ing (Albladi et al., 2025).

On the other hand, data has consistently played
a central role in the development and functioning
of these systems. There are a number of datasets
constructed specifically for identification of sexism
and its sub-types. One examaple is the Automatic
Misogyny Identification (AMI) dataset which was
composed of Italian and English sentences (Fersini
et al., 2018). (Guest et al., 2021) presented a re-
source in English in which they provided an anno-
tation schema constructed on threatening or disre-
spectful aspects of a speech. (Bertaglia et al., 2023)
created a dataset of 200k YouTube comments from
different content categories. (Rodriguez-Sénchez
et al., 2021) published the sexism identification in
social networks (EXIST) dataset in 2021 which is
composed of English and Spanish text, and through
years the scope and annotation of EXIST dataset
expanded (source intention identification, hateful
memes etc.) (Plaza et al., 2024). There are datasets
also in other languages such as Danish (Zeinert
et al., 2021), French (Chiril et al., 2020), Chinese
(Jiang et al., 2022), Bangla (Kader et al., 2023) or
even code-mixed languages such as Hindi-English
(Singh et al., 2025).

However, like other classification tasks, many
languages suffer from the scarcity of resources.
Therefore, different data augmentation strategies
also track attraction. (Khullar et al., 2024) ad-
dressed this issue by generating training data in
Vietnamese and Hindi for hate speech classifica-
tion tasks using various approaches such as replac-
ing hate targets in the high-resource language with
culturally relevant equivalents in low-resource lan-
guage, using translations from a high-resource lan-
guage. (Bandyopadhyay et al., 2024) took the issue

from a different angle and investigated whether
deep learning models for sexism detection can
maintain high performance when trained on only
the most influential parts of the dataset, rather than
the entire data set, by giving data points influence
scores. They pruned the data and claimed that
simply removing large portions of the data does
not reduce the model performance significantly.
(Chen et al., 2023) reported in their empirical sur-
vey where they evaluated different data augmenta-
tion strategies for limited data and that which meth-
ods work better varies depending on the dataset and
the task. (Dai et al., 2025) emphasized the potential
of LLMs for data augmentation showing that few-
shot approaches outperform traditional word-level
or rule-based methods.

3 Methodology

We approached automatic detection of sexism in
Turkish by relying on high quality human annotated
dataset but limited in size and applied various LLM
classification and data augmentation strategies to
overcome data limitations. We divide our approach
in two main groups: (1) classification with LLMs
via different prompting methods, (2) classification
with neural networks trained on augmented data
by testing different models and methods for data
augmentation.

3.1 Dataset

Our human-annotated reference dataset is com-
prised of around 7000 instances in Turkish col-
lected from social media. Details of the dataset can
be found in (Altin and Saggion, 2024). In what
follows, we provide a brief overview of the data
collection and annotation process.

3.1.1 Data Collection

Data was retrieved from X * and YouTube # through
their APIs by executing a series of targeted queries.
Queries were defined as selection of search terms,
such as “feminazi”. These terms were decided as
words that are potentially falling under certain sex-
ism categories. Full list of keywords are published
along with the dataset which is publicly available
at the given link>. Examples from the dataset can
be seen in Table 2.

3Previously Twitter: www.twitter.com
“www.youtube.com
Shttps://github.com/smut20/Turkish_Sexism_Dataset
®The dataset is made available for research purposes only.
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Sexism categories are defined based on a previ-
ously established framework, EXIST 2021: sEX-
ism Identification in Social neTworks classification
(Rodriguez-Sanchez et al., 2021). In this scope,
dataset was structured on a two-level schema:

* Sexism Identification: Level 1 class has
two possible values: ‘Sexist’ or ‘Not-Sexist’.
Therefore, anything that does not include con-
cepts in the sexism definition is classified as
‘Not-Sexist’.

* Sexism Categorization: Sexism is classified
into different categories which are based on
EXIST 2021 and their definitions are as be-
low:

Stereotyping, ideological thinking or domi-
nance: The text expresses false ideas about women
that suggest they are more suitable to fulfill certain
roles (mother, wife, family caregiver, faithful, ten-
der, loving, submissive, etc.), or inappropriate for
certain tasks (driving etc), or claims that men are
somehow superior to women.

Objectification: The text presents women as ob-
jects apart from their dignity and personal aspects,
or assumes or describes certain physical qualities
that women must have in order to fulfill traditional
gender roles (compliance with beauty standards,
hyper sexualization of female attributes, women’s
bodies at the disposal of men, etc.).

Misogyny and non-sexual violence / hatred
towards women: The text expresses hatred and
violence towards women.

Obscenity or Sexual violence: Sexual sugges-
tions, requests for sexual favors or harassment of
a sexual nature (rape or sexual assault) are made.
The examples in this category usually include the
highest level of profanity.

Anti - Feminism: The text discredits the femi-
nist movement, rejects inequality between men and
women, or presents men as victims of gender-based
oppression.

3.1.2 Data Annotation

For the data labeling, we collaborated with a non-
profit organization focused on promoting gender
equality’. For the annotation process, we enlisted
the help of their volunteers and experts—native
Turkish speakers with backgrounds in gender stud-
ies or active involvement in gender equality initia-
tives. Each entry in our dataset (whether a Tweet

"https://sisterslab.org/
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Class # instances % instances
Not-Sexist 3167 45.8
Sexist 3748 54.2
Sexual Violence 1352 19.6
Stereotyping 1124 16.3
Misogyny 655 9.5
Objectification 468 6.8
Anti-Feminism 149 2.2
TOTAL 6915 100
Table 1: Distribution of categories of our human-

annotated / reference dataset

or a YouTube comment) was assigned at least two
annotations that aligned with the target schema. If
the initial two annotations did not agree, a third
annotation was obtained to resolve the disagree-
ment. Finally, we calculated inter-annotator agree-
ment with Cohen’s Kappa and found considerable
agreement with 0.68 for Level 1, and moderate
agreement with 0.55 for Level 2.

The distribution of instances in the dataset are
given in Table 1. The dataset is split in train (80%),
validation (10%), test (10%) to allow reproducibil-

ity.
3.2 Classification with LLMs

For classification of both binary (Level-1) and
multi-category sexism (Level-2), we conducted ex-
periments by prompting Open Al API using model
GPT-40-mini since its relatively faster processing
time and lower computational cost. We followed
the below configurations :

* Zero-Shot : We sent a prompt requesting the
model to classify the given texts in the dataset
(test dataset) as sexist or not sexist for binary
Level-1 classification and classify the sexism
types by giving the definitions of each sexism
type in the prompt for multi-category Level-2
classification.

e Few-Shots: This time, we prompted the
model with annotated examples (for each
class) to classify texts.

* Chain-of-Thought reasoning: Here, we sent
a prompt that requested a classification and
categorization by asking the “reasoning” of
the model step by step. Then, to improve
the performance of CoT approach, we experi-
mented an alternative prompt. In this prompt-
2, we added initial steps asking to identify the



Category

Example

Stereotyping
Objectification
Misogyny
Obscenity

Anti feminism

Not-Sexist

TR: @USER Kadinlar futbol oynamasin. (EN:@USER Women should not play
football)

TR: @USER Biraz kilo ver de onlyfans a¢ cidden (EN: @ USER Lose some weight
and then seriously start an OnlyFans.)

TR: @USER Kadinlarin beyni yokmus dogru mu bu (EN: @USER Is it true that
women don’t have brains?)

TR: O**lar hep namustan bahseder tabi (EN: ”Of course, w**s are always the ones
talking about honor.)

TR: @QUSER ...Erkeklesmis, feminist kadin kiliginda, kadinliktan ciknus, kadin-
lardan uzak durun. (EN: ”@USER ...Stay away from women who have become
masculinized, disguised as feminist and unfeminine.)

TR: Iyi geceler giizel sehrimin giizel kadinlart (EN: ”Good night beautiful women

of my beautiful city”)

Table 2: Examples from the dataset with Level-2 annotations, for Level-1, these examples are annotated as ’sexist’

except the last example

subject and then analyzing the fone and the
implied message.

Role: "You are a text classification assistant’
Prompt: I want you to reason step-by-step
to determine whether the following tweet is
sexist or non-sexist. Please think through
the following steps and explain your rea-
soning before making the final classifica-
tion. Do not use markdown or html. Step
1: Identify the subject and who is being
talked about. Step 2: Analyze the tone and
the implied message. Step 3: Check for
any form of sexism, in other words, offense,
prejudice, stereotyping, or discrimination,
typically against women, on the basis of sex.
If the tweet contains any sexism, classify it
as “’sexist.” If not, classify it as “non-sexist.”
Answer: The tweet is sexist / non-sexist

J

* Fine Tuning: We then fine-tuned the model
first with a small subset (200 instances) of the
original training dataset and then, in another
experiment, fine-tuned the model with the full
training dataset. Finally, fine tuning has been
executed using additional translated instances
as part of our data augmentation approach (as
detailed in the next section).

3.3 Classification with Neural Networks
Trained on Augmented Data

After our initial model training and classification
with our reference dataset, for data augmentation
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purpose we chose two approaches as explained in
the following sections.

3.3.1 Synthetic data Generation

Firstly, we have generated new data with GPT-
40-mini via prompting OpenAl API. Secondly,
we have generated new data with DeepSeek via
prompting DeepSeek API as policies and restric-
tions of the platform can highly affect the genera-
tion for tasks related to hate speech. For this pur-
pose, our starting point was the sub-types of sexism
following an approach that for each sexism type
we update our prompt accordingly. An example for
the category ’anti-feminism’ is given below:

Role: "You are an assistant’ Prompt: "You
need to produce Turkish text samples in so-
cial media language for research. The texts
you produce should have a sentence, gram-
mar and spelling structure that can be en-
countered more on Twitter (i.e. X). Write in
an informal language. You need to create
sentences according to the given definition.
Anti-feminism definition: The text discred-
its feminist movement, denies inequality be-
tween women and men, or presents men as
victims of gender-based oppression. In this
context, produce {batch size} sentences in
Turkish.’

For each sexism type, we followed the similar
approach and the definition in the prompt has been
altered. Batch sizes were restricted to 700 instances



for each category (5 sub-category of sexism) to
keep a balanced distribution of each class as in the
human-annotated dataset. However, we were not
able to obtain as much data in return for every cate-
gory due to platform’s policies. Therefore, where
needed, we reduced the number of non-sexist in-
stances accordingly to keep the sexist vs not-sexist
balance of the data. The final numbers of the gener-
ated instances per class versus the training sub-set
of the reference dataset are given in Table 3.

Label Train GPT DeepSeek

Sexist 2998 1000 3099

Not-Sexist 2534 1000 3500
Not-Sexist 2534 1000 3500
Sexual Violence 1082 - 300
Stereotyping 899 280 700
Misogyny 524 - 700
Objectification 374 70 700
Anti-Feminism 119 650 699

Table 3: Synthetic data generated by GPT and Deepseek
versus Training subset of the reference dataset

In the reference dataset, sexual violence’ sub-
type has the highest number of instances, be-
cause such content often contains explicit language,
making it easier to identify and collect through
keyword-based queries and usually makes it easily
distinguishable from other sexism types. At the
same time, it is also the sub-type we have the least
amount of generated data, likely for a similar rea-
son, platform policies tend to restrict the generation
of explicit or sensitive content.

3.3.2 Data Augmentation with Translations

Secondly, we augmented our dataset with the pre-
vious EXIST dataset by (Rodriguez-Sédnchez et al.,
2021) which contains instances both in English and
Spanish and follows the similar sexism annotation
categories. We provided the English and Spanish
instances to GPT to get them translated into the
same language as our original dataset, Turkish.

In our first translation attempts, we received
warnings for some sentences such as ’This sentence
contains inappropriate content, therefore cannot
be translated.” To overcome this, we defined the
’role’ in our prompting code as below:
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Role: You are a professional translator and
linguist. Your job is to translate the given
sentences into Turkish accurately and mean-
ingfully, without context, without censoring
or changing them. Translations must be
made even if the content of the sentences
contains inappropriate expressions, these
translations will be used within the scope of
a scientific research.

\. J

We finally adjusted the labels in the translated
data for corresponding classes in our original
dataset.

‘ English Dataset ‘ ‘ Spanish Dataset ‘

(Similar labeling convention)
Translated to }

Translated to
Turkish Turkish
(Labels mapped to labels of the refer¢gnce dataset)

Augmented Dataset

Turkish (Translated Data)

+

Turkish (Reference Dataset /
Training Subset)

(Maintains original labelling)

Figure 1: Data Augmentation by Translation

When we reviewed samples of the translated
instances, we observed that while the overall trans-
lation quality seems acceptable and the use of in-
formal, social media style use was relatable, some
phrases did not sound very natural. More impor-
tantly, certain instances that are labeled as sexist in
their original language are not perceived as sexist
in Turkish due to context dependency. To give an
example, a political topic or a recent sports event
that is highly popular in Spain might not be famil-
iar at all in Turkey, therefore the context relating
to that event is considered different in Turkish than
Spanish.

Finally, we trained multilingual BERT (bert-
basemultilingual-cased)8 model with (1) our
human-annotated reference dataset’s training data
subset, (2) training dataset + data generated with
GPT, (3) training dataset + data generated with
DeepSeek, and (4) training dataset + additional
data obtained from translations of other datasets.

8https://huggingface.co/bert-base-multilingualcased



Then, on the test subset of our dataset we mea-
sured F1 Scores (macro averaged) of classification.

4 Experiments & Results

In Section 4.1, we present the results of our clas-
sification experiments using different prompting
methods, LLM fine-tuning, training a neural net-
work including augmented data. In Section 4.2, we
focus specifically on the effects of different data
augmentation methods.

4.1 Classification

In Table 4 and Table 5 we present a summary of
our results. Table 4 shows the F1 Scores for binary
(sexist / not-sexist) classification whereas Table 5
shows the multi-category sexism type classifica-
tion.

For both classification tasks, fine tuning of GPT-
40-mini with the training dataset of the reference
dataset gave the best F1 Score (0.91 for Level-1
and 0.59 for Level-2).

In addition, when different prompting strategies
are compared for classification, Few-Shot prompt-
ing increased performance compared to Zero-Shot
as expected. However, Chain-of-thought prompt-
ing, did not result in greater performance than Few-
Shot in our first attempt, contrary to what was
reported in other works (Koutsianos et al., 2024;
Wei et al., 2022). We, then worked on our prompt
to improve the performance. With our alternative
prompt we obtained a slightly better result (0.80 for
L1 and 0.43 for L2 ) yet still lower than Few-Shot
approach.

Beside this, as in Level-2 experiments, for more
specific categorization tasks training a neural net-
work appears to be a better option.

At the final step, we fine tuned GPT with data
augmented with translation; however it decreased
the performance of the model fine tuned solely on
the reference data from 0.91 to 0.89 for L1 and 0.59
to 0.57 for L2. This might be due to overfitting or
noise in the data due to wrong translation, semantic
shift etc.

For our best model, GPT-40-mini Fine Tuned,
the confusion matrix given in Figure 2 shows
that our model was more successful at predicting
Sexual-Violence which can be explained by the
very distinctive features of obscenity words usage
patterns which is peculiar to this class; whereas
Anti-Feminism is rarely correctly predicted and
often confused with Stereotyping and Misogyny.

Confusion Matrix Heatmap

ANTI-FEMINISM - 1 4 1 1 1 7
250
MISOGYNY- 2 33 2 6 2 20
200
§ NOT-SEXIST- 2 3 285 3 4 18
- 150
©
g OBJECTIFICATION- O 4 8 30 2 3
< - 100
SEXUAL_VIOLENCE- 0 7 1 9 117 1
50
STEREOTYPING- 4 10 21 8 6 64

ANTI-FEMINISM -
MISOGYNY -
NOT-SEXIST -
OBJECTIFICATION -
SEXUAL_VIOLENCE -
STEREOTYPING -

Predicted Label

Figure 2: Confusion matrix of GPT-4 Fine Tuned Model
Sexism Type Classification

4.2 Data Augmentation

When it comes to automatic data generation, man-
ually reviewing the generated sentences we ob-
served that we received many repetitive clauses
even though they are not exactly the same, there
were quite many examples with sentences only
slightly paraphrased instead of a complete new
grammatical or content structure. To overcome this,
during our trials, we tried different ’temperature’
settings which is used to increase creativity but it
did not affect the variety of the results significantly.

To assess the generated data we calculated
BERTScore initially introduced by (Zhang et al.,
2019). It is a metric based on semantic similarity
for comparing two pieces of text, usually a gener-
ated sentence and a reference sentence, based on
pre-trained BERT embeddings. Instead of compar-
ing exact words it basically compares meanings
of words in context. With this, we calculated pair-
wise semantic similarity between all unique pairs
of sentences in first our reference dataset, then the
data generated by GPT-4 and the generated data by
DeepSeek. For this calculation, we excluded all the
‘not-sexist’ data in the datasets.

We report the BERTScore mean and standard
deviations in Table 6. As can be seen from Table
6, data generated by GPT-4 and DeepSeek has a
higher average similarity (F1) score then our refer-
ence data, which can be interpreted as less variety
in the data, this can cause too many repetitions
or overfitting for the generated data. Still, an avg
similarity (F1) score lower than < 0.7 is gener-
ally seen as high diversity; however could be also
potential semantic noise. In terms of Standard De-
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Model / Data Level-1
Classification

GPT_Zero Shot_ Referencex data 0.75
GPT_Few Shots_Reference data 0.84
GPT_CoT_Reference data 0.79
GPT_CoT_Prompt2_Reference data 0.80
GPT_FineTune-200_Reference data 0.84
GPT_FineTune-Full_Reference data 0.91
Data Augmentation

BERT _Reference data 0.86
BERT_GPT Augmented data 0.85
BERT_DeepSeek Augmented data 0.87
BERT_Translated Augm data 0.84
GPT-FineTune_Translated Augm data 0.89

Table 4: F1 Scores of various systems for Level-1 (binary) classification (* Reference: Refers to the original,

unaltered dataset used as baseline)

Model / Data Level-2
Classification

GPT-Zero Shot_Referencex data 0.30
GPT-Few Shots_Reference data 0.43
GPT-CoT_Reference data 0.37
GPT_CoT_Prompt2_Reference data 0.43
GPT-FineTune-200_Reference data 0.45
GPT-FineTune-Full_Reference data 0.59
Data Augmentation

BERT Reference data 0.53
BERT_GPT Augmented data 0.52
BERT_DeepSeek Augmented data 0.51
BERT_Translated Augm data 0.55
GPT-FineTune_Translated Augm data 0.57

Table 5: F1 Scores of various systems for Level-2 (multi-category) classification (*Reference:Refers to the original,

unaltered dataset used as baseline)

Data Avg Similarity (F1) Std Deviation
Reference 0.3934 0.0459
dataset

Generated 0.5900 0.1378
(GPT-4)

Generated 0.5147 0.0878
(DeepSeek)

Table 6: BERTScore comparison of generated data

viation which shows how the scores deviated from
the average similarity; GPT generated data has a
result greater than 0.1. >0.1 means generated data
varies in quality (including high- and low-quality
instances), where semantic quality might mean,
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for example, too generic examples which do not
contain hate speech. While we acknowledge that
modifying parameters during data generation may
enhance creativity in the output, we did not pursue
experiments in this direction within the scope of
our current study.

We also encountered differences in generation
between GPT and DeepSeek models. One of the
most important differences is that we were not
able to generate sentences for all classes with GPT
whereas with DeepSeek we were able to gener-
ate sentences (even though for some classes we
get less number of results in return). In addition,
quantity-wise, we were able to obtain higher num-
ber of results from DeepSeek than GPT. The reason



for it might be due to OpenAl having more strict
policies than DeepSeek or the differences in con-
tent detection so they flag certain topics differently
from ethical perspective, or due to the differences
in the data that these models trained on.

5 Conclusion and Future Work

In this work, we investigated the ways to improve
detection efficieny on a low-resource language
(Turkish) for a specific classification task (sexism
and sub-categories of sexism in this case).

Our results showed that fine tunning GPT with
full training dataset appeared to be the most effec-
tive classification method compared to prompting
strategies including zero-shot, few-shots, chain-
of-thought and also compared to training BERT
including training with data augmented via syn-
thetic data generation (GPT, DeepSeek) or adding
translated data from other languages (English and
Spanish sexism data).

BERT generally performed better than GPT clas-
sification for the more granular classes, Level-2
task, sexism type categorization. Data augmenta-
tion did not gave promising results. There were
limitations in data generation due to policies that
highly restrict models to generate hate speech for
tasks such as in our topics, therefore augmenta-
tion methods like translation of similar datasets
from other languages seems more effective than
synthetic data production.

For future work, other prompting strategies can
be followed for data generation to make the dataset
richer. For instance providing the data instances
and in return requesting generation or conversion
of these instances by adding more specific requests
to the prompts such as: *more aggressive tone than
the samples given’ or ’with more subtle words’,
“ironically or implicitly showing discrimination’,
’in a positive tone sentimentally but discriminative
by meaning’; since this kind of prompts might
provide input for more challenging aspects of
misogyny detection.

Ethical Considerations

The study of harmful content carries ethical re-
sponsibilities. Our study aim to support safer, more
inclusive online spaces. However, implementing
the findings of our research in real-world systems
without considering the limitations could result in
misleading outcomes. For instance, while our test
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dataset’s ground truth relies on expert-labeled data,
we recognize the subjective nature of fine-grained
sexism categorization where contextual nuances
are often complex and intertwined, which can lead
to ambiguous or potentially misleading interpreta-
tions. This presents challenges both for annotation
consistency and for the reliability of automated pre-
dictions derived from such data. This highlights the
importance of careful evaluation and safeguards.
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