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Abstract

This paper describes the AraNLP system de-
veloped for the ”Ahasis” shared task on senti-
ment detection in Arabic dialects for hotel re-
views. The task involved classifying the overall
sentiment of hotel reviews (Positive, Negative,
or Neutral) written in Arabic dialects, specifi-
cally Saudi and Darija. Our proposed model,
AraNLP, is a hybrid deep learning classifier that
leverages the strengths of a transformer-based
Arabic model (AraELECTRA) augmented with
classical bag-of-words style features (TF-IDF).
Our system achieved an F1-score of 76%, secur-
ing the 5th rank in the shared task, significantly
outperforming the baseline system’s F1-score
of 56%.

1 Introduction

Arabic dialect sentiment analysis presents unique
challenges due to morphological complexity,
diglossia, and regional variations (Abdul-Mageed
et al.,, 2021). While Modern Standard Arabic
(MSA) has been well-studied, dialects like Saudi
and Darija remain under-resourced despite their
prevalence in user-generated content (Salameh
et al., 2018; Talafha et al., 2020). Recent advances
in transformer models have shown promise for Ara-
bic NLP (Antoun et al., 2020), but dialect-specific
adaptations remain limited. Hotel reviews are par-
ticularly challenging due to domain-specific termi-
nology mixed with dialectal variations (AL-Smadi
et al., 2023).

The Ahasis shared task (Alharbi et al., 2025a)
presented a significant challenge in the field of
Arabic Natural Language Processing (NLP), fo-
cusing on sentiment analysis in the hospitality do-
main, specifically for diverse Arabic dialects. Sen-
timent analysis of user-generated content, such as
hotel reviews, provides invaluable insights for both
businesses and consumers (Al-Smadi et al., 2019).
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However, the Arabic language, with its rich mor-
phology and wide range of dialects, poses unique
difficulties for NLP tasks. Modern Standard Arabic
(MSA) is the formal version of the language, while
numerous regional dialects (e.g., Egyptian, Levan-
tine, Gulf, Maghrebi) are predominantly used in
informal online communication, including hotel
reviews. These dialects often lack standardized or-
thography and can differ significantly from MSA
and from each other in terms of lexicon, syntax,
and morphology (Birjali et al., 2021).

In this paper, we present our system, AraNLP,
which participated in the ”Ahasis” shared task. Our
approach is a hybrid deep learning model that com-
bines the contextual understanding capabilities of
a pre-trained transformer-based model for Arabic
(AraELECTRA) with the statistical strength of TF-
IDF features. This hybrid architecture aims to cap-
ture both semantic nuances and important lexical
cues from the review texts.

The rest of this paper is organized as follows:
Section 2 sheds the light on related work, Section 3
demonstrates the research methodology, Section 4
presents the model results, Section 5 discusses the
model results, and Section 6 concludes the research
paper and provides insights for future work.

2 Related Work

Sentiment analysis in Arabic, particularly for di-
alectal Arabic, has garnered increasing attention
from the research community. Early approaches
often relied on lexicon-based methods, which uti-
lize predefined dictionaries of words tagged with
sentiment polarities (Birjali et al., 2021). While
straightforward, these methods struggle with the
nuances of dialects, context-dependent sentiment,
and the lack of comprehensive dialectal lexicons.
Machine learning techniques, including Support
Vector Machines (SVM), Naive Bayes, and Logis-
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tic Regression, have been widely applied to Arabic
sentiment analysis, often outperforming lexicon-
based approaches when sufficient labeled data is
available (Al-Smadi et al., 2018). These models
typically rely on features such as n-grams, TF-IDF,
and word embeddings. For instance, Al-Smadi
et al. (2019) explored the use of morphological,
syntactic, and semantic features to enhance aspect-
based sentiment analysis of Arabic hotel reviews,
demonstrating the value of linguistic features.

Deep learning models, particularly those based
on Recurrent Neural Networks (RNNs) like Long
Short-Term Memory (LSTM) and Gated Recurrent
Units (GRUs), have shown significant promise in
capturing sequential information and contextual de-
pendencies in text (Alyami et al., 2022). Elfaik and
Nfaoui (2020) and Ombabi et al. (2020) employed
LSTM networks for aspect-based sentiment analy-
sis of Arabic text, highlighting their effectiveness.
More recently, AL-Smadi et al. (2023) proposed
a GRU model combined with a multilingual uni-
versal sentence encoder for Arabic aspect-based
sentiment analysis, achieving strong results.

Transformer-based models, such as BERT and
its variants, have revolutionized the field of NLP
by achieving state-of-the-art performance on var-
ious tasks, including sentiment analysis. Several
pre-trained transformer models have been devel-
oped specifically for the Arabic language, such as
ALBERT (Lan et al., 2019), AraBERT (Antoun
et al., 2020), AraELECTRA (Antoun et al., 2021),
QARiB(QCRI Arabic and dialectal BERT) (Abde-
lali et al., 2021), and CAMeLBERT (Inoue et al.,
2021). These models are pre-trained on large Ara-
bic corpora and can be fine-tuned for specific down-
stream tasks like sentiment classification. The use
of such models is becoming increasingly common
due to their ability to understand complex linguis-
tic patterns and contextual information. Recent
work has also explored hybrid approaches combin-
ing transformers with other neural network archi-
tectures. For example, Bourahouat et al. (2024)
proposed BERT-based models that are pre-trained
on Arabic datasets, namely AraBERT, QARIB,
ALBERT, AraELECTRA, and CAMeLBERT in-
tegrated with machine learning and deep learning
models such as SVM and CNN for sentiment anal-
ysis of Darija (Moroccan dialect).

Hybrid models combining transformers with se-
quential or ensemble components have gained trac-
tion. (Alzahrani et al., 2024) achieved 97% accu-

63

racy by integrating AraBERT with LSTM to model
long-term dependencies in Arabic text. For dialect
detection, (Saleh et al., 2025) proposed a stacked
transformer framework (AraBERT and XLLM-R)
with a meta-learner, achieving 93% F1-score on
the IADD dataset. In sentiment analysis, (Man-
sour et al., 2025) demonstrated that transformer
ensembles outperform single-model approaches by
aggregating linguistic features across dialects.

The Ahasis shared task builds upon this body
of work by focusing on the challenging aspects of
dialectal Arabic (Saudi and Darija) in the specific
domain of hotel reviews. Our work contributes to
this line of research by proposing a hybrid model
that combines the strengths of transformer architec-
tures with traditional feature engineering to tackle
the sentiment analysis task in diverse Arabic di-
alects.
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Figure 1: AraNLP Model Architecture: Hybrid inte-
gration of AraELECTRA and TF-IDF for sentiment
classification of Arabic dialect hotel reviews.

3 Research Methodology

This section outlines the methodology employed in
developing the AraNLP system. We first describe
the shared task, followed by details of the dataset
provided and our model architecture.



3.1 Task Definition

The Ahasis Shared Task focuses on sentiment clas-
sification in the hospitality domain for Arabic di-
alects. Specifically, given a hotel review written in
either Moroccan Arabic (Darija) or Saudi dialect,
the goal is to predict its overall sentiment as Pos-
itive, Neutral, or Negative (Alharbi et al., 2025a).
Unlike aspect-based sentiment analysis which tar-
gets sentiment toward specific aspects (Alyami
et al., 2022; AL-Smadi et al., 2023), this task con-
cerns the general sentiment of the entire review.
The official evaluation metric is Macro-averaged
F1-score across the three sentiment classes, en-
suring that performance on each class (including
the often under-represented neutral class) is given
equal importance. Participants were provided a la-
beled dataset (with a predefined train/test split) and
a baseline model for reference. The baseline using
AraBERT attained 56% Macro-F1, illustrating the
difficulty of capturing sentiment in this domain and
setting a performance bar for participants (Alharbi
et al., 2025b).

3.2 Dataset

The shared task dataset consists of Arabic hotel re-
views collected from online sources (e.g., booking
websites or social media platforms). The training
set contains 860 reviews and the test set contains
216 reviews. Both sets are evenly balanced across
the two dialects and the three sentiment categories.
In practice, this means the training data has roughly
equal numbers of Moroccan Darija and Saudi re-
views (approximately 430 each), and within each
dialect the distribution of positive, neutral, and neg-
ative labels is also approximately equal. The re-
views vary in length from short comments (a few
words) to longer sentences. Some examples of typ-
ical review content include praise or complaints
about the room, cleanliness, staff behavior, price,
or location. Neutral reviews often describe the ex-
perience factually without strong emotion. Positive
reviews might use enthusiastic phrases or adjec-
tives (in dialect, e.g., "I 3L o 9 3* meaning
”very nice” in Darija), whereas negative reviews
contain criticism or negative expressions (e.g., Le*
7 I hedeee meaning 71 did not like the situa-
tion” in Darija, or ”L\.ﬂ auday g meaning “not
clean at all” in Saudi dialect).
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3.3 Data Preprocessing

We performed only tokenization. We used an Ara-
bic tokenizer (compatible with AraELECTRA’s vo-
cabulary) to segment each review into tokens. We
did not apply stemming, lemmatization, dialect
normalization, or remove stopwords. The rationale
was to let the AraELECTRA model and TF-IDF
vector to capture the presence of any word that
might carry sentiment (including shifting words,
dialect words or foreign terms). While more ag-
gressive text normalization (e.g., unifying Arabic
letter variants or removing diacritics) can some-
times help, we chose to keep the text intact to pre-
serve dialectal cues (for instance, the difference
between ” Jueax* (beautiful in MSA) and” ;s 9 3
(beautiful in Darija) is important to maintain). The
dataset was used in the given train/test split; we did
not use cross-validation or external data. A small
portion of the training set was held out as a valida-
tion set for early stopping and model selection, as
described below.

3.4 Model

Our proposed system, AraNLP, employs a hybrid
deep learning architecture designed to effectively
capture both semantic and lexical features from
Arabic hotel reviews. The core components of our
model are a pre-trained transformer model (Ara-
ELECTRA) and TF-IDF features, which are com-
bined and passed through a classification head.

3.4.1 AraELECTRA Embeddings

We utilize AraELECTRA (Antoun et al., 2021), a
transformer-based model pre-trained on a large cor-
pus of Arabic text. AraELECTRA is an ELECTRA-
style model, which is trained as a discriminator
to distinguish between original input tokens and
plausible but synthetically generated replacements
produced by a small generator network. This pre-
training scheme has been shown to be more sample-
efficient than standard masked language modeling
(MLM) approaches like BERT. For each input re-
view, we feed the tokenized text into AraELEC-
TRA to obtain contextualized embeddings for each
token. We use the embedding of the special ‘[CLS]
token as the aggregate representation of the re-
view’s semantics.

3.4.2 TF-IDF Features

To complement the deep contextual features from
AraELECTRA, we incorporate traditional bag-of-
words style features using Term Frequency-Inverse



Document Frequency (TF-IDF). We use ‘TfidfVec-
torizer* to convert the collection of review texts into
a matrix of TF-IDF features. We set the maximum
number of features (i.e., dimensionality of the TF-
IDF vectors) to 300. We tried different dimensions
(i.e. 100 and 500) but 300 achieved the best results.
These features capture the importance of different
words in distinguishing between sentiment classes
based on their frequency in individual documents
and across the entire corpus.

3.4.3 Feature Fusion and Classification

The AraELECTRA ‘[CLS]‘ token embedding and
the 300-dimensional TF-IDF vector are first pro-
cessed independently. The TF-IDF vector is passed
through a linear transformation layer followed by
a dropout layer to project it into a space that is
compatible with the transformer embeddings and
to add regularization. The resulting processed TF-
IDF vector is then concatenated with the AraELEC-
TRA ‘[CLS]‘ embedding. This combined feature
vector, which now contains both rich semantic in-
formation from the transformer and salient lexical
information from TF-IDF, is then fed into a final
linear classification layer with a softmax activation
function to predict the sentiment class (Positive,
Negative, or Neutral).

3.4.4 Training Setup

We trained our AraNLP model using the AdamW
optimizer with a learning rate of 2e-5. A linear
warm-up scheduler was employed for the learning
rate. The loss function used was CrossEntropy-
Loss, with equal weighting for all three sentiment
classes to handle potential class imbalances. We
implemented an early stopping mechanism based
on the validation loss. We monitored the validation
loss after each epoch. If the validation loss did
not improve for 3 consecutive epochs, we stopped
training. In practice, our model converged within
5 epochs. We found that validation loss typically
plateaued or began to increase after the 4th epoch.
Early stopping helped prevent overfitting on spuri-
ous patterns in the training set. The model parame-
ters from the epoch with the lowest validation loss
were retained for final evaluation on the test set.

4 Results

Our AraNLP system was evaluated on the official
test set provided by the Ahasis shared task organiz-
ers. The primary evaluation metric was the macro
F1-score, which considers the F1-score for each
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sentiment class (Positive, Negative, Neutral) and
then averages them, providing a balanced measure
of performance across all classes.

As depicted in Table 1, AraNLP, achieved a
macro Fl-score of 76%. This performance placed
our system at the 5th rank among all participat-
ing teams in the shared task. For comparison, the
baseline system provided by the Ahasis organiz-
ers (referred to as “BaseLine (Ahasis)””) achieved
a macro Fl-score of 56% and was ranked 13th.
This indicates that our hybrid approach, combining
AraELECTRA with TF-IDF features, provided a
substantial improvement of 20 percentage points in
F1-score over the baseline. The accuracy achieved
by our system was also recorded, though the pri-
mary ranking was based on the macro F1-score.
Detailed per-class precision, recall, and F1-scores,
if provided by the organizers or obtainable from
our experiment logs, would offer further insights
but are summarized here by the macro F1-score.

Table 1 summarizes the key results of our system
in comparison to the baseline.

5 Discussion

The performance of our AraNLP system, achieving
a macro F1-score of 76% and ranking 5th in the
Ahasis shared task, is encouraging. The substantial
improvement over the baseline (56% F1) highlights
the efficacy of our hybrid approach. The fusion of
contextual embeddings from AraELECTRA with
traditional TF-IDF features appears to provide a
synergistic effect, capturing both deep semantic
understanding and salient lexical cues. AraELEC-
TRA, pre-trained on a vast Arabic corpus, offers
robust representations of Arabic text, including di-
alectal variations to some extent. The TF-IDF fea-
tures, on the other hand, can effectively highlight
words that are strongly indicative of a particular
sentiment, which might be particularly useful for
domain-specific jargon or highly polar expressions
not fully captured by the general pre-training of the
transformer.

The challenges inherent in Arabic dialect sen-
timent analysis, such as the lack of standardized
orthography, code-switching, and the nuanced ex-
pression of sentiment, are significant (Birjali et al.,
2021). Our model’s ability to perform well despite
these challenges suggests that the combination of
pre-trained transformers and carefully selected clas-
sical features is a promising direction. The 300-
dimensional TF-IDF vector, passed through a linear



System Macro F1-Score (%) Rank
AraNLP (Our System) 76 5
BaseLine 56 13

Table 1: Performance comparison of AraNLP-SENT with the baseline system on the Ahasis shared task test set.

transformation and dropout, likely helped in regu-
larizing the model and projecting these sparse fea-
tures into a denser space that could be effectively
combined with the transformer embeddings.

However, the error analysis reveals several lim-
itations of our current model. We analyzed a sub-
set of development set instances where AraNLP’s
prediction was incorrect, to understand the fail-
ure modes. The following examples highlight four
such misclassifications, along with possible rea-
sons:

Example 1: dicw dousd) (S g S 3l
fu> — True label: Negative; Predicted: Positive.
This is a code-mixed sentiment within one sen-
tence: “The hotel is beautiful but the service is
very bad.” Our model likely picked up on the word
“Jea>” ("beautiful”) as a strong positive indicator
from both AraELECTRA and TF-IDF perspectives.
The presence of “lu> 4™ ("very bad”) should
denote negativity, but it appears the model either
gave more weight to the positive part or failed to
properly model the contrast introduced by “:,s3”
(’but”). This suggests difficulty in handling sen-
tences with mixed sentiment. A better handling
of contrastive conjunctions or a more fine-grained
sentiment analysis (aspect-based) might be needed
to get these correct.

Example 2: 5 a0 42 12t ((podd) (hdeome Lo
<2 32 — True label: Negative; Predicted: Neutral.
This Moroccan Darija review translates to: “I did
not like the price; the room is very small.” It is
clearly negative, complaining about cost and room
size. The model predicted Neutral, possibly be-
cause the sentence structure is slightly complex
(with negation “_suciueme Lo meaning “did not
please me”) and multiple issues listed. AraELEC-
TRA might have struggled with the dialect nega-
tion construct (" y%.. suffix) if it wasn’t common in
pretraining data. Also, “&! 3" (Pvery”) amplifies
negativity but without a direct negative word next
to it, the model might not strongly connect it to
negative sentiment.

Example 3: (acst (s8 Z\.ﬂ:h.) 9o 42 ,all
J Jigo ze 3o — True label: Positive; Pre-
dicted: Negative. This Saudi dialect sentence
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means: “The room is not bad, but the air condition-
ing is noisy all night.” The model predicted Nega-
tive, likely focusing on the complaint. The phrase
“alay 07 ("not bad”) is faint praise. The model
may have been confused by “ze 3«7 ("noisy”),
without understanding that a minor complaint does
not negate overall satisfaction.

Example 4: ,.css Jundi 28 el Gl — True
label: Negative; Predicted: Neutral. This short
review means: “The expected (experience) was
much better.” It implies disappointment. There is
no frankly written negative word; the sentiment is
implicit. This suggests a limitation in understand-
ing nuanced or implied sentiment.

These examples illustrate that while AraNLP
handles straightforward language well, it can stum-
ble on contrast, negation, and mixed sentiments.
Improvements could include contrast modeling,
sentiment lexicons, or more training data, espe-
cially in dialects. Lastly, sentiment is inherently
subjective (See Example 3). Some reviews are
borderline. A multi-label or continuous sentiment
score model might better reflect these cases in fu-
ture work. A better accurate solution and better
reflecting the value of of customers review is us-
ing aspect-based sentiment analysis (Pontiki et al.,
2016).

While our system performed well, there is still
room for improvement. The gap between our F1-
score and those of the top-ranked systems suggests
that further refinements could be beneficial. One
area for future exploration could be more sophisti-
cated feature fusion techniques. Instead of simple
concatenation, attention mechanisms could be em-
ployed to allow the model to dynamically weigh the
importance of transformer embeddings versus TF-
IDF features for different inputs. Additionally, in-
corporating other linguistic features, such as those
derived from morphological analysis of dialectal
reviews, might provide further gains, as suggested
by prior work like (Al-Smadi et al., 2019).

Another aspect to consider is the handling of
neutral reviews. Often, neutral sentiment is harder
to classify as it can encompass a wider range of
expressions, including factual statements, mixed



opinions, or irrelevant content. Analyzing the per-
class performance, if available, could shed light on
whether our model struggled more with the neu-
tral class compared to positive and negative classes.
Tailoring specific strategies for neutral class de-
tection or employing a hierarchical classification
approach might be beneficial.

6 Conclusion

In this paper, we presented AraNLP, a hybrid deep
learning system for sentiment analysis of Arabic
hotel reviews, developed for the ”Ahasis” shared
task. Our model combines the strengths of the
pre-trained AraELECTRA transformer model with
classical TF-IDF features to classify sentiment in
diverse Arabic dialects, specifically Saudi and Dar-
ija. The AraNLP-SENT system achieved a macro
F1-score of 76%, securing the 5th rank and signif-
icantly outperforming the baseline system. This
result underscores the effectiveness of integrating
deep contextual embeddings with traditional lexi-
cal features for tackling the complexities of Arabic
dialect sentiment analysis.

Future work will focus on exploring more ad-
vanced feature fusion techniques, incorporating
dialect-specific linguistic resources, and investigat-
ing methods to better handle the nuances of neutral
sentiment expressions. Further research into larger
and more diverse dialectal datasets will also be cru-
cial for advancing the field of Arabic sentiment
analysis.
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