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Abstract

Arabic exhibits a rich and intricate linguis-
tic landscape, with Modern Standard Arabic
(MSA) serving as the formal written and spo-
ken medium, alongside a wide variety of re-
gional dialects used in everyday communica-
tion. These dialects vary considerably in syn-
tax, vocabulary, phonology, and meaning, pre-
senting significant challenges for natural lan-
guage processing (NLP). The complexity is
particularly pronounced in sentiment analy-
sis, where emotional expressions and idiomatic
phrases differ markedly across regions, hinder-
ing consistent and accurate sentiment detec-
tion. This paper describes our submission to the
Ahasis Shared Task: A Benchmark for Arabic
Sentiment Analysis in the hospitality domain.
This shared task focuses on advancing senti-
ment analysis techniques for Arabic dialects
in the hotel domain. Our proposed approach
achieved an F1 score of 0.88 % on the internal
test set (split from the original training data),
and 79.16% on the official hidden test set of
the shared task. This performance secured our
team second place in the Ahasis Shared Task.

1 Introduction

Sentiment analysis has become a crucial task in
natural language processing (NLP), enab ling busi-
nesses and organizations to extract valuable in-
sights from user-generated content. While signifi-
cant progress has been made in sentiment analysis
for English and other major languages, Arabic sen-
timent analysis presents unique challenges due to
the language’s morphological complexity, and di-
alectal variations. Modern Standard Arabic (MSA)
coexists with numerous regional dialects that differ
substantially in vocabulary, syntax, and semantics,
making unified sentiment analysis particularly dif-
ficult.

The hospitality industry stands to benefit greatly
from accurate sentiment analysis, as customer re-
views and feedback directly impact business deci-
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sions and service quality. However, Arabic senti-
ment analysis in this domain faces additional dif-
ficulties, such as the prevalence of colloquial ex-
pressions that carry strong sentiment but may not
appear in standard jargon.

Recent advances in transformer-based language
models like BERT have shown promising results
for Arabic NLP tasks. However, their application
to dialectal Arabic sentiment analysis, especially in
domain-specific contexts like hospitality, remains
underexplored (Antoun et al., 2020). The Ahasis
Shared Task provides an important benchmark for
evaluating such approaches, featuring annotated
hotel reviews in multiple Arabic dialects with sen-
timent labels (Alharbi et al., 2025a).

In this paper, we present our fine-tuned
AraBERT model for Arabic sentiment detection
in the hospitality domain. Our approach addresses
the following key challenges :

* Handling morphological richness in Arabic
text

* Adapting a pre-trained language model to
domain-specific sentiment analysis

Our system achieved competitive performance in
the Ahasis Shared Task, ranking second with an
F1-score of 79.16%. The results demonstrate the
effectiveness of transformer-based models for Ara-
bic sentiment analysis while highlighting areas for
future improvement, particularly in handling dialec-
tal diversity and domain adaptation. The remainder
of this paper is organized as follows: Section 2
reviews related work in Arabic sentiment analy-
sis, Section 3 details our methodology, Section 4
presents and discusses our results, and Section 5
concludes with directions for future research.

2 State of the art

Sentiment analysis, the computational study of
opinions and emotions in text, has evolved signifi-
cantly with advancements in artificial intelligence
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(AI). For Arabic language processing, especially
in multi-dialect settings, the choice of method de-
pends on factors like data availability, dialect di-
versity, computational resources, and desired accu-
racy. This classification organizes sentiment analy-
sis techniques into three key paradigms:

* Traditional Methods: Rule-based and classical
machine learning approaches that rely on fea-
tures and lexicons. These are interpretable but
struggle with dialectal variations and context.

* Deep Learning Methods: Neural network-
based models that automatically learn features
from text, improving performance on complex
language patterns (e.g., LSTMs, CNNs, and
early Transformers).

* LLM-Based Methods: large language models,
which leverage massive pre-trained networks
for highly accurate, context-aware sentiment
analysis, even in low-resource dialects (like
BERT and GPT).

2.1 Traditional Methods (Rule-Based &
Machine Learning)

2.1.1 Lexicon-Based (Rule-Based)

The lexicon-based approach aggregates the senti-
ment scores of all the words in text using a pre-
prepared sentiment lexicon to assess. In this re-
gard, in (Mataoui et al., 2018), the authors proposed
syntax-based aspect detection approach for senti-
ments analysis in Arabic reviews. In (Elnagar et al.,
2018), authors implement a polarity lexicon-based
sentiment analyzer to analyze sentiment for HARD
(Hotel Arabic-Reviews Dataset) dataset. A lexicon
approach proposed in (Abdul-Mageed et al., 2012)
reduce data sparseness through multiple morpho-
logical features, such as part of speech tagging, in
addition to multiple standard features, including
a polarity lexicon that handles subjectivity classi-
fication. Another approach mentioned in (Mars
et al., 2015) uses traditional methods and supports
huge data. It implements a MapReduce architec-
ture based on lexicon method for sentiment analysis
from Twitter.

2.1.2 Machine Learning (Classical Models)

Many works use SVM, Naive Bayes and Random
Forest combined with feature engineering (TF-IDF,
n-grams) in sentiment analysis task in Arabic lan-
guage. An approach cited in (Mars et al., 2017) pro-
poses a new ontological approach based on SVM
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to extract sentiements from twitter. This approach
uses an svm algorithm enhanced by an antology of
positive and negative words.

(Akaichi, 2013) uses acronyms, interjections,
and emoticons as lexicon features, as well as N-
gram along with SVM algorithm. In this context,
the work in (Alowaidi et al., 2017) used various
classifiers such as naive Bayes (NB) and SVM, and
WordNet to extract concept features from dataset of
826 tweets. Machine Learning approaches can be
improved by training the model on a large number
of examples, unlike the lexicon-based approaches.
It has been widely used in SA for Arabic language.

Many works implement a feature extractor based
on prediction with Word2vec (Le and Mikolov,
2014), (Altowayan and Tao, 2016) and (Baly et al.,
2017). In the last sudy, the accuracy reached 60.6%
when using Lexicon Feature(LF) with SVM on
an Egyptian dataset of 1200 tweets, while using
Word2vec as a prediction-based embedding (PBE)
technique along with the DL algorithm, the accu-
racy reached 70%. (Dhaou and Lejeune, 2020)
present an ensemble classifier relying on word and
character-level features developed for the Shared
Task on Sarcasm and Sentiment Detection in Ara-
bic. In this work, the F1-score reached 65.06%.

2.2 Deep Learning Methods (Neural
Networks)

Deep Learning (DL) methods for sentiment anal-
ysis are a subset of machine learning techniques
that use artificial neural networks, particularly deep
neural networks (DNNs), to automatically learn hi-
erarchical representations of text data.

2.2.1 Word Embeddings with Neural
Networks

In (Adouane et al., 2020), authors trained BiLSTM
architecture along with fastText word embedding
reaching 66.78% in accuracy. In the work pub-
lished in (MIHI et al., 2020), the experimentations
achieved for the 4-way classification 56.3% in ac-
curacy using Term frequency—Inverse document
frequency (TF-IDF) and LR, when using the Bag
of Words technique (BOW) and Support Vector
Classifier (SVC), the accuracy attained 55.6%.

In the same context, (Alayba et al.,, 2018)
presents Combined CNN and LSTM Model for
Arabic Sentiment Analysis, which investigate the
benefits of integrating CNNs and LSTMs and re-
port obtained improved accuracy for Arabic sen-
timent analysis on different datasets. Other work



evaluated several deep learning architectures using
CNN and LSTM with adopting the Word2vec for
vectorizing text (Al-Azani and El-Alfy, 2017). A
result published in (Abbes et al., 2017) of deep
learning (DL) approach for Sentiment Analysis
showed that RNN outperforms DNN in term of
precision. (Mars et al., 2024) proposes a method
which combines different classifiers using the vot-
ing method and achieves significant F1-score value
equal to 0.7027.

2.2.2 Transformer Models (Pre-LLM Era)

The Transformer architecture, introduced in 2017,
revolutionized natural language processing (NLP)
by replacing traditional recurrent and convolutional
neural networks with self-attention mechanisms.

A new language representation model called
BERT, which stands for Bidirectional Encoder Rep-
resentations from Transformers introduced in (De-
vlin et al., 2019a). It is designed to pre-train deep
bidirectional representations from unlabeled text.
Next, BERT pre-trained for the Arabic language
in (Antoun et al., 2020) which achieved state-of-
the-art performance on most tested Arabic NLP
tasks.

In the same context, AraGPT2 (Antoun et al.,
2021) is developed and trained on a large Arabic
corpus. The results show success on different tasks
including synthetic new generation, and zero-shot
question answering. In addition, a framework was
introduced in (Radford and Narasimhan, 2018) to
achieve strong natural language understanding with
a single task-agnostic model through generative
pre-training and discriminative fine-tuning.

(Ghoul et al., 2024) address the challenge of
Arabic sentiment analysis in short texts, where
high-quality training data is often scarce. They
propose three machine learning models for classi-
fying Arabic tweets: a Voting Ensemble combining
character- and word-level features, an AraBERT
model with Farasa preprocessing, and a hybrid
approach integrating both methods. Their best-
performing model achieves a 73.98% F-score,
demonstrating improvement over prior work. The
study offers valuable insights for future Arabic
NLP applications and services.

2.3 LLM-Based Methods (Modern Large
Language Models)

Large Language Models (LLMs) represent the new
edge of natural language processing (NLP), revo-
lutionizing sentiment analysis through their deep
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contextual understanding, multilingual capabilities,
and zero-shot learning potential.

(Miah et al., 2024) proposes an ensemble model
of transformers and a large language model (LLM)
that leverages sentiment analysis of foreign lan-
guages by translating them into a base language,
English. The sentiment analysis task used an en-
semble of pre-trained sentiment analysis models:
Twitter-Roberta-Base-Sentiment-Latest, bert-base-
multilingual-uncased-sentiment, and GPT-3, which
is an LLM from OpenAl.

The work published in (Huang et al., 2024) pro-
poses a solution, named AceGPT, that includes
further pre-training with Arabic texts, Supervised
Fine-Tuning (SFT) using native Arabic instructions,
and GPT-4 responses in Arabic, alongside Rein-
forcement Learning with Al Feedback (RLAIF)
employing a reward model attuned to local culture
and values.

(Seelawi et al., 2021) propose the Arabic
Language Understanding Evaluation Benchmark
(ALUE), which AceGPT achieves the second best
in terms of average scores for all tasks. An eval-
uation of ChatGPT and Bard Ai on Arabic Senti-
ment analysis is published in (Al-Thubaity et al.,
2023). It conducts three LLMs for Dialectal Ara-
bic Sentiment Analysis, namely ChatGPT based on
GPT-3.5 and GPT-4, and Bard Al. The experiments
show that GPT-4 outperforms GPT-3.5 and Bard
Al in sentiment analysis classification, competing
the top-performing fully supervised BERT-based
language model.

Other research efforts made to evaluate the
ability of LLMs for Arabic sentiment analysis
which focus on single language models like AraT5
(Elmadany et al., 2022) or multiple models like
(Kadaoui et al., 2023). The former introduced three
powerful Arabic-specific text to-text Transformer
models trained on large Modern Standard Arabic
(MSA) and/or Arabic dialectal data. The latter con-
ducted to evaluate both of Bard Al and ChatGPT
LLMs for Arabic Sentiment Analysis.

3 Methodology

The methodology adopted in this study is stratified
in several steps as illustrated in Figure 1.Each step
is designed to fine-tune AraBERT model for Arabic
sentiment detection. The following subsections
detail each step.
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3.1 Data

In this study, we used the Ahasis dataset which is
an Arabic dataset designed for target-specific senti-
ment analysis. It contains a total of 860 annotated
tweets related to the hospitality topic and catego-
rized in 2 dialects Darija and Saudi as shown in
Table 1.

Dialect Darija Saudi Total
Negative 168 168 336
Neutral 108 108 216
Positive 154 154 308
Total 430 430 860

Table 1: Distribution of sentiment and dialect in the

dataset.

This dataset serves as a benchmark for the tasks
of sentiment analysis and offers valuable opportu-
nities for exploring the interaction between differ-
ent dimensions of opinion and evaluating learning
models.

The Table 2 illustrates some examples from the
dataset.

3.2 Tokenization

The raw text is tokenized using a BERT tokenizer
(Devlin et al., 2019b). This step is crucial. It con-
verts the text into a format adequate for input into
the BERT model (Antoun et al.). The tokeniza-
tion process involves setting a maximum sequence
length of 128 tokens, with padding and truncation
applied to maintain uniform input sizes. This step
is crucial, as BERT requires fixed-length inputs
for efficient batch processing. Additionally, the
tokenizer performs subword tokenization, which is
especially beneficial for Arabic given its complex
morphology (Abadi et al., 2015).
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3.3 AraBERT Fine-tuning

The core of the methodology centers on fine-tuning
a pre-trained BERT model using the Arabic text
dataset Ahasis. Specifically, we used the aubmind-
lab / bert-base-arabertv02 Twitter model (Antoun
et al.), which is trained on Arabic Twitter data,
making it particularly effective for social media
text classification.

To address class imbalance, we implement class
weighting, assigning higher weights to the "neu-
tral" class (Hinton et al., 2012). Indeed, we use
two approaches. First, we automatically calculate
weights for each sentiment class based on how fre-
quently they appear - giving more importance to
rare sentiments and less to common ones. We then
go a step further by doubling the weight for the par-
ticularly underrepresented 'neutral’ class to make
sure those examples aren’t overlooked. Second, we
customize the training process to use these weights
in error calculations, so when the model makes
mistakes on less common sentiments, those errors
count more heavily in the learning process.

This combination helps balance the model’s at-
tention across all sentiment categories, preventing
it from favoring only the most common ones.

A dropout rate of 0.15 is applied to the hidden
layers and the classifier to reduce the risk of over-
fitting (Hinton et al., 2012). Moreover, only the
last seven layers of the BERT model are fine-tuned,
allowing the model to adapt to the specific task
while preserving the general language understand-
ing learned during pretraining (Kumar et al., 2021).

The key hyperparameter settings are summarized
in Table 3, providing a clear overview of the model
configuration. Once fine-tuned, the model is used
to predict sentiment labels for previously unseen
Arabic text. The output is a set of predicted labels
corresponding to the input, showcasing the model’s
practical utility in real-world applications such as
social media monitoring and sentiment analysis.
Overall, this methodology ensures a robust, sys-
tematic approach to Arabic text classification using
AraBERT, with an emphasis on performance and
generalization.

4 Results and discussion

The results obtained by our model for the test and
dev set are presented in Table 4 The confusion
matrix Figure 2 visualizes the performance of the
model.The model performs very well on the "neg-
ative’ class with 100% precision and recall (35



Text

Dialect Sentiment

oty i Y el o b K0y A 4 onF (B Ted s saudi

negative

(This is the worst hotel I've ever booked for a night, but I couldn’t even stay

there for more than one night)

alaj gale oS 5lie bl (The beach is excellent, but it’s not clean.)
o Y oo Tl e il sl (3l Lol Gus

saudi  Neutral

darija  Negative

iy dox  amlalias L oSy 7}5' 32 JJL l) 925" (The hotel is very

bad, this is one of the worst hotels I've ever stayed in. They claim it’s

star-rated, but it doesn’t even deserve one star.)
0 b S g o e Gadl lda § edy LI T stayed at this hotel

twice, and both times were comfortabfe.)

L) de galla)t” V1Ol Lols (0L e 8878 (Everything was

saudi  positive

darija  positive

nice, especially the rooms that overlook the Kaaba.)

(s A Sl (8 b e OF ) shadll

darija  neutral

3l Obe o8 Gnabbell g (The breakfast was reasonable, I didn’t try any

other meals, and the staff were very nice.)

Table 2: Examples of annotated tweets

Value
1.1e-4
64
0.15
5

0.25
0.15
128
20

2
Cosine

Hyperparameter

Learning Rate

Batch Size

Weight Decay

Number of Frozen Layers
Warmup Ratio

Dropout Rate

Maximum Sequence Length
Training Epochs

Gradient Accumulation Steps
Learning Rate Scheduler

Table 3: Optimal hyperparameters for AraBERT fine-
tuning.

correctly predicted, O errors).Most errors occur be-
tween 'neutral’ and ’positive’, especially confusing
positive as neutral, and Minor confusion of these
two classes with negative.

As shown in the Figure 3a, the model starts with
high loss (1.22) but quickly improves. By epoch 8,
the loss drops to 0.34 and stays around 0.25-0.30
for the rest of training. The small rise at epoch
13 suggests the model might be starting to overfit.
The best result happens at epoch 11 (loss of 0.256),
which would be a good place to stop training.

Both accuracy and F1-score improve together,
going from very low (under 30%) to very good

18

Confusion Matrix

negative

12

True Label
neutral

positive

neu‘tral
Predicted Label

negative positive

Figure 2: Confusion matrix

(over 90%) by epoch 8 as shown in the Figure 3b
and Figure 3c. They reach their highest point at
epoch 11 (93%), then stay about the same or drop
slightly. This shows the model learns well at first,
but stops getting better after epoch 11.

The model works well and learns quickly in the

35

30

first 11 epochs. After that, it doesn’t improve much.

To save time and get the best results, we could
stop training at epoch 11. To make the model even
better, we might need to add more training data, as



Class Precision Recall F1-Score Support
negative 0.92 1.00 0.96 35
neutral 0.71 0.75 0.73 16
positive 0.74 0.83 0.78 35
Accuracy 0.88 86
Macro 0.85 0.86 0.85 86
weighted 0.89 0.88 0.88 86

Table 4: Classification report for the fine-tuned AraBERT model

more training epochs won’t help much. This work
is cited in (Alharbi et al., 2025b) which summarizes
all the Ahasis shared task participants’ works.

4.1 Discussion

After reviewing the results and exploring the dev
set in more detail, we discovered wrongly labeled
examples as shown in Table 5. In the com-
parison between predicted and true labels, sev-
eral misclassifications highlight potential areas for
model improvement. The model frequently mis-
classified positive reviews as neutral, particularly
when the language was nuanced or mixed (e.g.,

"W P 9l e d Y
Sl e & A,

This suggests the model may struggle with con-
textual understanding or assigning higher con-
fidence to neutral predictions when sentiment
is subtly expressed. Additionally, the model
incorrectly labeled a sarcastic positive review
(" Sr9eeE Lo JJ‘ W A" as negative, indi-
cating difficulty in detecting irony or sarcasm. The
high neutral probabilities (e.g., 0.99, 0.96) in cases
where the true label was positive suggest an over-
reliance on neutral classifications, possibly due to
imbalanced training data or insufficient sensitivity
to positive sentiment cues. Further refinement, such
as incorporating sarcasm detection or rebalancing
class weights, could enhance performance.

Our model demonstrates strong but variable per-
formance across different evaluation sets. Dur-
ing training, it achieved its peak F1-score of 0.93
(93%) on the validation data by epoch 11. How-
ever, testing on unseen datasets revealed notable
performance discrepancies, highlighting key con-
siderations for real-world deployment.

The model attained an F1-score of 0.88 on the
standard test set, reflecting a modest 5% decline
from the validation score (0.93). This marginal

drop is consistent with typical generalization be-
havior, suggesting that the model performs robustly
on data sampled from a similar distribution as the
training set. However, the slight discrepancy may
indicate minor overfitting to the validation data or
subtle differences in data partitioning.

A more substantial performance degradation was
observed on the blind test set, where the F1-score
dropped to 0.79 a 9% decrease compared to the
main test set. This discrepancy suggests:

* Distributional differences between the blind
test data and the training/validation sets, possi-
bly due to unseen variations or domain shifts.

* Limited generalizability of some learned pat-
terns, implying that the model may rely on
features that do not transfer effectively to en-
tirely new data.

* Potential biases in the original dataset, where
certain underrepresented scenarios were not
adequately captured during training.

Overall, the model exhibits promising performance
but suffers a 12—-14% reduction in F1-score (from
0.93 to 0.79-0.88) when evaluated on unseen data.
The blind test results underscore the importance
of assessing models beyond standard test sets, as
they reveal critical gaps in generalization that con-
ventional evaluations may overlook. To enhance
model robustness, future work should consider:

* Data augmentation and domain adaptation to
improve generalization across diverse scenar-
i0s.

» Expanded dataset collection, particularly tar-
geting underrepresented or edge cases to re-
duce distributional biases.

* Further analysis of feature representations to
identify and mitigate non-transferable learned
patterns.
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Figure 3: Training Metrics: Validation Loss and F1 Score Across Epochs.

Moreover, the dataset contains labeling inconsis-
tencies and dialectal variations that may negatively
impact model performance. For instance, some
ground-truth labels appear questionable, such as
labeling "L 1o | sladll 434" (the breakfast buffet

is good) as neutral rather than positive, or classi-
fying a critical statement about a cramped room
("&P e oo & Al as positive.

These inconsistencies suggest possible annotation
errors or subjective biases in the dataset. Such in-
accuracies can mislead the model during training,
causing it to learn incorrect sentiment associations
and reducing its generalization capability. To im-
prove reliability, a thorough review of the labels,
particularly ambiguous terms and borderline cases,
should be conducted, possibly with dialect-specific
guidelines to ensure consistency. Otherwise, the
model may propagate these errors in its predictions,
particularly in sentiment analysis tasks where con-
textual and cultural nuances play a key role.
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While the current results are encouraging, the
blind test performance highlights the need for im-
provements in handling novel data, which is crucial
for real-world applicability.

5 Conclusion and future works

In this paper, we suggest an approach on multi-
dialect sentiment detection in hotel reviews. To
validate the effectiveness of our approach, we used
Abhasis dataset which consists of Arabic text sam-
ples labeled with sentiment and dialect. The find-
ings from the experimentation confirm that our pro-
posed method attains an F1-score of 0.79, indicat-
ing its performance compared to baseline models.

The success of the proposed approach suggests
that leveraging multi-dialect datasets like Ahasis
can improve model robustness. However, future
research should explore deeper dialectal nuances,
including code-switching between MSA and di-
alects, to enhance accuracy further.



Text Dialect Train label Corrected label

Ol skl 4y,
The breakfast buffet is good Darija neutral positive

(52 JoB S P el
OL, VO &2 ol (4 g8 P oo & il

Lol B3 pa J G o s ol

One thing worth mentioning is that the room was a bit Darija  positive negative
cramped. It was a triple room, but they added an extra

bed to make it a quadruple room

(sl sy 7ol ke OF
ol il 5 Sty J o o Lt

o2y GULL U8 Wy o)l Jam (3 asy, By Wpad

It was refreshing, fresh, and very sweet. There were Saudi  neutral positive
delicious food options and plenty of choices for holiday

enjoyment. We had an amazing time at the wedding

venue, which was exceptional and luxurious

Table 5: Examples of wrongly annotated train tweets
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