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Abstract

This work addresses the challenge of Arabic
sentiment analysis in the hospitality domain in
all dialects by using data augmentation tech-
niques. We created a pipeline with three sim-
ple techniques: context-based paraphrasing,
pattern-based sentence generation, and domain-
specific word replacement. Our method pre-
serves the original dialect features, meanings,
and key classification details while adding di-
versity to the training data. It also includes
automatic fallback between methods to handle
challenges effectively. We used the Fanar API
for dialectal data augmentation in the hospital-
ity domain. The AraBERT-Large-v02 model
was fine-tuned on original and augmented data,
showing improved performance. This study
helps solve the problem of limited dialect data
in Arabic NLP and offers an effective frame-
work that is useful for other Arabic text analysis
tasks.

1 Introduction

In the Arabic-speaking world, most of the content
on social networks and online reviews is written
in regional dialects rather than Modern Standard
Arabic (MSA). Arabic dialectal sentiment analysis
aims to identify emotions (positive, negative, neu-
tral) in social media texts written in regional Arabic
dialects. These dialects, such as Egyptian, Saudi,
and Moroccan Arabic, exhibit significant variations
in vocabulary, grammar, and syntax, making sen-
timent analysis a complex task due to the lack of
standard spelling and limited NLP tools (Salloum,
2021; Baly et al., 2017).

In the hospitality industry, which includes ho-
tels, restaurants and tourism services, sentiment
analysis is crucial to analyze customer feedback to
improve service quality and customer satisfaction
(Musanovic et al., 2021; Kim et al., 2022). Ana-
lyzing sentiments from reviews written in different

Arabic dialects can provide valuable insights for
companies operating in Arabic-speaking countries
(Al-Thubaity et al., 2018). Unlike formal Modern
Standard Arabic (MSA), these dialects are used
in daily chats and reviews, but they do not follow
strict rules, making it hard for computers to under-
stand them (El-Naggar et al., 2017). In addition,
there are not many tools or datasets built specifi-
cally for these dialects. Dataset for context-specific
dialect like hospitality is essential to build machine
learning tool. The release of a dialectal sentiment
dataset and the organization of a shared task in the
Hospitality Domain by the Ahasis organizing team
is a pivotal contribution to the Arabic NLP com-
munity (Alharbi et al., 2025a,b). It will encourage
the research community to develop NLP tool in
specific domain.

2 Dataset Description

Ahasis shared task (Alharbi et al., 2025a) includes
Arabic sentiment analysis texts from two dialects:
Moroccan Darija and Saudi Arabic. The training
set contains 860 balanced sentences, with 430 sam-
ples from each dialect. Both subsets share identical
sentiment distributions: 39.07% negative, 25.12%
neutral, and 35.81% positive. This balance helps
prevent the model from favoring any dialect or sen-
timent class. The test set maintains this dialectal
balance with 108 samples each, ensuring robust
evaluation. See Table 1 for more details.

This dataset offers unique advantages for Ara-
bic NLP sentiment analysis by covering dialectal
diversity beyond standard Arabic, ensuring con-
sistent sentiment annotations, and representing all
sentiment classes adequately. Its dual-dialect struc-
ture supports both dialect-specific, cross-dialect
experiments, industry applications like customer
feedback analysis, review summarization, and rep-
utation management.
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However, the dataset has some limitations. The
relatively small size (860 training samples) may
limit the model’s ability to generalize to more com-
plex patterns. It is insufficient size for training
large-scale models, particularly deep neural net-
works, without overfitting risks. The absence of
contextual topic metadata also tied to specific top-
ics may be missed during modeling.

Table 1: Train Dataset Distribution

Dialect Negative Neutral Positive Total

Darija 168 108 154 430
Saudi 168 108 154 430

The aim of this shared task is to correctly pre-
dict the sentiment based on dialect. The test set
provides dialects for each text to correctly predict
sentiment. Research suggests that hybrid methods,
which combine word lists with machine learning,
often perform better than traditional approaches.
Recent advances, such as transformer models, show
promising results, but require more dialect-specific
resources.

3 System Description

Transformer based model requires a good amount
of data for training the model. However, the task
lacks of original data. Data augmentation plays
a crucial role in enhancing the performance and
generalizability of text classification models, espe-
cially in low-resource scenarios (Shah et al., 2024).
Our system addresses these challenges through a
multi-faceted approach to text augmentation. We
explained the system in the following sections.

3.1 Dataset Preprocessing
Data preprocessing is essential to preserve the se-
mantic integrity of dialectal Arabic for optimiz-
ing the with state-of-the-art language models (e.g.,
AraBERT). The preprocessing pipeline involved
several steps to clean and standardize the tex-
tual data. HTML markup was removed to elim-
inate irrelevant formatting tags. URLs, email ad-
dresses, and social media mentions were replaced
with special tokens, ensuring a consistent structure
across diverse inputs. To normalize the text, Ara-
bic diacritics (tashkeel) and elongation characters
(tatweel) were stripped. Whitespace was optionally
inserted around punctuation and special characters
to facilitate better tokenization. Emojis were re-
tained to preserve sentiment-related cues, and extra

Figure 1: Data Augmentation

spaces were removed to maintain clean and consis-
tent formatting throughout the dataset.

3.2 Data Augmentation

We have proposed an innovative approach for data
augmentation using Large Language Model (LLM)
to mitigate low resource challenges. Figure 1 de-
scribes the data augmentation scenario. The system
is designed to preserve critical linguistic features
including dialectal characteristics, domain context,
and classification-relevant patterns. We performed
data augmentation in three ways (Text Paraphras-
ing using LLM, Contextual Text Generation, and
Word Substitution). Finally, we combined all the
augmented data.

Text Paraphrasing using LLM: We integrated
FANAR API (Team et al., 2025) to paraphrase the
raw data. The paraphrasing module generates alter-
native versions of existing Arabic sentences while
preserving their essential characteristics: preserv-
ing dialectal features, maintaining of domain con-
text (tourism, hotel and reservations), and retenting
tonal characteristics. We have created instructed
prompt to instruct the FANAR model. We provided
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10 example with system prompt, user prompt, text,
dialect, sentiment. Finally, we asked the FANAR
API to perform text paraphrasing.

Contextual Text Generation: We avoided sen-
sitive content by focusing on language structure
(e.g., hate speech, vulgarity, offensive language).
We analyzed example sentences to find patterns,
and then created new sentences from these patterns.
If standard generation faces issues, it rebuilds sen-
tences directly from identified patterns. This mod-
ule creates new sentences matching patterns from
the original dataset. It increases dataset variety
while keeping original language features, gener-
ating text based on topic (hospitality), matching
dialect (Saudi, Darija), and keeping important fea-
tures for classification overall pattern.

Word Substitution: The module slightly mod-
ifies sentences without changing important mean-
ings that affect classification. We replaced key
words with suitable synonyms, and kept original
sentence meaning and structure. We made mini-
mal changes to avoid classification errors. We used
synonyms related to the specific topic (Hospitality)
ensuring sentence meaning stays consistent.

Fallback Mechanism: In all three cases men-
tioned above, we trained and evaluated model per-
formance on the validation dataset. Our key inno-
vation lies in the implementation of comprehensive
fallback mechanisms (Liu et al., 2023), which en-
sure robustness when primary augmentation strate-
gies face challenges. A fallback mechanism au-
tomatically activates when the preferred option is
unavailable or fails. To maintain data augmentation
quality, we assessed semantic preservation, classi-
fication consistency (i.e., label distribution across
positive, negative, and neutral), and linguistic in-
tegrity through human evaluation. We validated
the augmentation outputs manually and applied
fallback procedures when necessary to improve
outcomes. This process enabled us to achieve high-
quality data augmentation for model training. Ta-
ble 2 summarizes the total number of augmented
samples.

Table 2: Data Augmentation

Dialect Negative Positive Neutral
Darija 647 613 421
Saudi 617 587 394

4 Experimental Setup

Our sentiment analysis leveraged with AraBERT-
Large-v02 (”aubmindlab/bert-large-arabertv02”)
(Antoun et al., 2020) and CAMeLBERT mix(Inoue
et al., 2021), optimized for dialect-specific Ara-
bic preprocessing. We stratified data sampling
into (80% training, 20% validation) to retain sen-
timent class proportions. We employed employed
AdamW (learning rate: 2e-5, epsilon: 1e-8) with
linear scheduling (no warmup). The experiment
continued for 10 epochs, batch size 16, and maxi-
mum token length 128, alongside gradient clipping
(threshold: 1.0) to stabilize training.

We utilized Google Colab Pro, NVIDIA A100
GPUs, enabling efficient model optimization with
accelerated processing capabilities suitable for
transformer-based architectures like AraBERT-
Large-v02. This infrastructure significantly re-
duced training duration and facilitated rapid ex-
perimentation and hyperparameter tuning.

5 Results

Figure 2 illustrates the training and validation loss
alongside validation performance metrics over 10
epochs. Training loss consistently decreased and
validation loss reached stability around epoch 6, re-
flecting a balanced training without notable overfit-
ting. Our fused model demonstrated consistent per-
formance across both validation and test datasets
for Arabic dialectal sentiment classification. The
results (see Table 3) show a slight decrease in per-
formance metrics when moving from validation to
test data. The slight performance decrease on the
test set within expected ranges and indicates good
generalization capabilities.

Table 3: Validation vs. Test Performance Comparison

Metric Validation Test

Accuracy 0.780 0.750
Precision 0.780 0.750
Recall 0.780 0.750
F1-Score 0.780 0.750

The competition winner achieved (F1-score
0.81) where we achieved (F1-score 0.75) show-
ing 0.6 back to winner. This indicates that while
our model is competitive, further improvements in
data augmentation, model tuning, or handling of
dialectal variations may help bridge this gap.
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Figure 2: Training loss Vs Validation Loss

6 Conclusion

In this study, we explore the analysis of Arabic di-
alectal sentiment using AraBERT-Large-v02, sup-
ported by domain-specific preprocessing and con-
trolled data augmentation. Our results demonstrate
that careful handling of dialectal features and bal-
anced data splitting are crucial to achieving reli-
able sentiment classification. The model’s ability
to maintain consistent performance across Darija
and Saudi dialects suggests that it could be de-
ployed in real-world applications requiring senti-
ment monitoring across diverse Arabic dialectal
contexts. Future work should expand to include
additional Arabic dialects and explore multitask
learning approaches, advanced augmentation, or
domain adaptation techniques to further improve
classification performance.
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