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Abstract

Sentiment Analysis is a crucial task in Nat-
ural Language Processing (NLP) focused on
identifying and categorizing emotional tones
or opinions within text. For Arabic customer
reviews, sentiment analysis is particularly chal-
lenging. The language’s rich diversity, with
numerous regional dialects differing signifi-
cantly from Modern Standard Arabic (MSA)
and each other in lexicon, syntax, and senti-
ment expression, complicates consistent per-
formance across dialects. In this paper, we
present our approach, submitted to the AHA-
SIS Shared Task 2025, focusing on sentiment
analysis for Arabic dialects in the hotel domain.
Our method leverages the capabilities of GPT-
4o through adaptive few-shot prompting tech-
nique, where similar contextual examples are
dynamically selected for each review using a
k-Nearest Neighbors (kNN) search over train
embeddings from a fine-tuned encoder model.
This approach tailors the prompt to each spe-
cific instance, enhancing classification perfor-
mance over minority class. Our submission
achieved an F1-score of 76.0% on the official
test set, showing stronger performance for the
Saudi dialect compared to Darija.

1 Introduction

Sentiment analysis for the Arabic language
presents unique challenges due to its complex lin-
guistic landscape. Unlike languages with more ho-
mogeneous structures, Arabic encompasses Mod-
ern Standard Arabic (MSA) and numerous regional
dialects that differ in syntax, lexicon, morphology,
and semantic expressions. These variations become
particularly pronounced when analyzing sentiment
in domain-specific contexts, such as hotel reviews,
where emotional expressions and idiomatic phrases
can vary significantly across dialectal boundaries.
In this paper, we tackle the AHASIS shared task
on sentiment analysis on arabic dialects (Saudi and

54

Darija) in the hospitality domain.

Large Language Models (LLMs) exhibit impres-
sive in-context learning (ICL) abilities: with a hand-
ful of demonstrations in the prompt they adapt to
new tasks on the fly (Brown et al., 2020). Yet a
growing body of work shows that ICL is highly
sensitive to which and how many examples are
shown (Yoshida, 2024). Small, static prompts am-
plify demonstration bias: models over-predict la-
bels that dominate the prompt or appear later in
the example list, harming minority classes. Tradi-
tional approaches have often relied on fine-tuning
pre-trained transformer models specific to Arabic,
such as AraBERT (Antoun et al., 2020) and MAR-
BERT (Abdul-Mageed et al., 2021), which have
shown considerable success. However, the advent
of LLMs like has opened new frontiers, offering
powerful generative and reasoning capabilities. For
example, using LLMs we can get the generated to-
kens by the model justifying the given classification
label (Huang et al., 2023).

Motivated by these findings, we explore the use
of GPT-40 (Hurst et al., 2024) for the AHASIS
shared task. We evaluate three prompting strate-
gies: (i) zero-shot prompting, where no examples
are provided; (ii) static few-shot prompting, us-
ing a fixed set of manually curated demonstrations;
and (iii) adaptive few-shot prompting, where ex-
amples are dynamically retrieved from the training
set based on semantic similarity using AraBERT
embeddings. Importantly, each retrieved exam-
ple is paired with a GPT-4o-generated chain of
thought conditioned on its gold label. For compari-
son, we also fine-tune AraBERT and MARBERT
as encoder-based baselines. Our key contribution is
the adaptive few-shot strategy, which consistently
outperformed both static and zero-shot prompting
on the test set. By tailoring examples to each in-
put, this method offers a simple yet effective way
to improve LLM performance in multilingual and
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dialectal sentiment tasks.

2 Related Work

LLMs have recently approached or matched the per-
formance of supervised task models without gradi-
ent updates. A systematic evaluation (Zhang et al.,
2024) across 26 datasets showed GPT-3.5/4 and
Llama-2 (Touvron et al., 2023) within 1-3 macro-
F1 of fine-tuned RoBERTa (Liu et al., 2019) and
DeBERTa (He et al., 2020) baselines on sentence-
and aspect-level sentiment. Building on this, sev-
eral studies have evaluated general-purpose LLMs
on Arabic sentiment tasks. Taqyim (Alyafeai et al.,
2023) benchmarked GPT-3.5 and GPT-4 across
seven Arabic datasets and found that GPT-4 nar-
rows but does not eliminate the gap to supervised
MARBERT (Abdul-Mageed et al., 2021). GP-
TAraEval (Khondaker et al., 2023) evaluated Chat-
GPT ! on 44 Arabic tasks and reported consis-
tent under-performance relative to smaller, Arabic-
tuned pre-trained language models (PLMs). More-
over, in (Al-Thubaity et al., 2023), the authors
showed that GPT-4 in a 5-shot setting reaches
AraBERT (Antoun et al., 2020) performance,
whereas GPT-3.5 and Google Bard (PaLM 2) (Anil
et al., 2023) lag behind. A comparative evalua-
tion (Alharbi et al., 2025b) of DeepSeek-R1 (Guo
et al., 2025), Qwen2.5 (Qwen et al., 2025), and
LLaMA-3 (Grattafiori et al., 2024) further demon-
strates the efficacy of dialect-specific prompting
and parameter-efficient fine-tuning (LoRA) (Hu
et al., 2022) in Arabic sentiment analysis, showing
that prompt-input alignment significantly enhances
performance, especially for underrepresented di-
alects.

kNN-Prompting (Xu et al., 2023) embeds all
training instances once and predicts each test query
by a simple majority vote over its k closest neigh-
bours, thus bypassing context-length limits and
heavy calibration steps. kNN-ICL (Zhao et al.,
2023) refines this idea by selecting similarity-based
demonstrations on the fly, yielding consistent F1
gains under strict token budgets. The closest an-
tecedent to our pipeline is OpenMedLM (Maharjan
et al., 2024), which retrieves the five most similar
patient questions, asks an LLM to write gold-label-
conditioned rationales once, caches them, and in-
serts the triple (question, chain-of-thoughts (CoT),
answer) at inference—achieving state-of-the-art ac-
curacy on medical QA without fine-tuning.

'https://openai.com/index/chatgpt/
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3 Task and Data

The AHASIS shared task (Alharbi et al., 2025a)
involves sentiment classification of hotel reviews,
specifically targeting Arabic dialects—Saudi and
Darija. Each review in the dataset is annotated with
two labels: the dialect (Saudi or Darija) and the
sentiment expressed (positive, negative, or neutral).
The primary objective of the task is to predict the
sentiment label given a sentence in one of these
dialects.

The provided training dataset consists of 860
sentences, evenly split with 430 sentences for each
dialect. Within each dialect subset, there are 154
positive, 168 negative, and 108 neutral sentiment
sentences. To conduct our experiments, we strati-
fied the training data based on both sentiment and
dialect, splitting it into 80% training and 20% devel-
opment subsets obtaining 688 sentences for train-
ing and 172 sentences for development. Addition-
ally, a separate test set comprising 216 sentences
was provided, with annotations specifying only the
dialect and excluding sentiment labels.

4 Method

Building on insights from prior work on retrieval-
augmented prompting and chain-of-thought (CoT)
reasoning, we introduce a dynamic kNN + label-
conditioned CoT framework. Unlike static prompt-
ing methods, which rely on fixed demonstrations
and a global decision boundary, our approach con-
structs an adaptive, query-specific prompt at infer-
ence time.

For each input review, we (i) embed it using a
pre-trained Arabic encoder, (ii) retrieve its k nearest
dialect-balanced neighbours from a cached set of
labelled hotel reviews, (iii) generate a rationale for
each neighbour using GPT-40, conditioned on its
gold label, and (iv) assemble these (review, label,
CoT) triplets into the prompt.

We evaluate our approach alongside two encoder-
based baselines (AraBERT and MARBERT), and
compare three prompting strategies using GPT-4o0:
zero-shot, static few-shot, and our proposed adap-
tive few-shot prompting. All models are tested on
a shared train/dev/test split to ensure comparability
across settings.

4.1 Encoder-Based Baselines

‘We fine-tune two established Arabic transformer
models, AraBERT and MARBERT, as classi-
fication baselines. These serve as strong non-



generative benchmarks for comparison with GPT-
4o-based approaches.

4.2 Zero-Shot and Static Few-Shot Prompting

In the zero-shot setup, GPT-40 receives only a sys-
tem instruction in Arabic asking it to: (1) assign
one of the three sentiment labels (positive, neutral,
negative), and (2) generate a brief natural language
justification for its prediction.

For the static few-shot setting, we prepend a
fixed set of curated examples—each containing
an input review, its gold label, and a justifica-
tion—to the prompt. This improves performance
but has limited flexibility: when test instances de-
viate aspect-wise from the static examples, perfor-
mance degrades. Additionally, expanding the static
prompt to cover more cases is costly and difficult
to maintain.

4.3 Adaptive Few-Shot Prompting

To address the limitations of static prompting, we
propose an adaptive few-shot strategy that builds
a tailored prompt for each input review. The pro-
cess consists of two stages:

(1) Retrieval: For a given input review z,
we compute its embedding using a pre-trained
AraBERT encoder and retrieve the £ = 20 nearest
neighbors from the training set. These are then
stratified by sentiment label, and we select the top
n = 3 examples per class (if available), yielding
up to 9 demonstrations. This approach balances se-
mantic similarity and aspect alignment (e.g., topic
or focus of the review) with label diversity.

(2) Prompt Construction with CoT: Each re-
trieved example is paired with a chain-of-thought
(CoT) justification generated by GPT-40, condi-
tioned on its gold label (see prompt in Table 8).
These structured examples—(review, label, justifi-
cation)—are inserted into the prompt, followed by
the target review z to be classified. This dynamic
prompt ensures that each input is evaluated in a
context shaped by semantically and topic relevant
reasoning chains.

5 Results

In this section, we present the experimental results
obtained across different prompting strategies us-
ing GPT-40, alongside baseline results from the
encoder models AraBERT and MARBERT. Our
primary metric for evaluation is the macro-F1 score.
Table 1 summarizes the overall results on both the
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Model / Method Dev Test
AraBERT 83.7 73
MARBERT 852 73
Zero-Shot 80.5 75
Few-Shot 825 74
Adaptive Few-Shot 84.5 76

Table 1: Macro-F1 scores for sentiment classification
across different experimental setups.

Table 2: Class level F1-score for Saudi dialect sentences

Prompting Strategy Neg Neu Pos Macro
Zero-Shot 96 70 84 83
Few-Shot 97 78 38 38
Adaptive Few-Shot 97 81 89 89

Table 3: Class level F1-score for Darija dialect sentences

Prompting Strategy Neg Neu Pos Macro
Zero-Shot 88 63 82 78
Few-Shot 89 62 83 78
Adaptive Few-Shot 90 67 84 80

development and test sets. The code used for the
experiments is available on GitHub 2.

Our adaptive few-shot method achieved the high-
est test set performance among the GPT-40 prompt-
ing techniques, with an Fl-score of 76%. This
placed our method sixth in the AHASIS shared
task leaderboard. Interestingly, although MAR-
BERT achieved the highest development set score
of 85.2%, its performance dropped noticeably to
73% on the test set, similar to AraBERT.

Tables 2 and 3 provides a detailed breakdown
of Fl-scores for each sentiment class (Negative,
Neutral, Positive) and the overall Macro F1-score,
comparing our three prompting strategies across
the Saudi and Darija dialects on the development
set. Consistent with the overall test set performance
noted in Table 1, the Adaptive Few-Shot strategy
yielded the highest Macro F1-scores for both di-
alects: 89 for Saudi and 80 for Darija.

A key objective of the adaptive strategy was to
address challenges with the neutral class. For the
Saudi dialect, the Neutral F1-score improved sub-
stantially from 70 (Zero-shot) and 78 (Few-shot)
to 81 with Adaptive Few-Shot. Similarly, for the
Darija dialect, Adaptive Few-Shot improved the
Neutral F1-score to 67 compared to (Zero-shot) 63

https://github.com/AhmedAbdel-Aal/
Ahasis_shared_task
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and (Few-Shot) 62. Performance on the Negative
and Positive classes was generally strong across all
methods, particularly for the Saudi dialect where
Zero-shot already achieved F1-scores of 96 (Neg-
ative) and 84 (Positive). The Adaptive Few-Shot
method largely maintained or slightly enhanced
these high scores while making its most significant
impact on the Neutral class. Interestingly, the im-
pact of the standard Few-Shot prompting varied by
dialect. While it offered clear improvements for
the Saudi dialect, increasing the Macro F1 from 83
(Zero-shot) to 88, it provided no overall benefit for
the Darija dialect, where the Macro F1 remained
at 78, and the Neutral F1-score even saw a slight
decrease.

Comparing the two dialects, the overall F1-
scores for Darija were consistently slightly lower
than those for Saudi across all prompting methods.
For instance, with Adaptive Few-Shot, the Macro
F1 was 89 for Saudi versus 80 for Darija.

6 Discussion

The superior performance of the adaptive few-shot
strategy can be attributed to its dynamic, instance-
specific contextualization. Traditional fine-tuning
creates a static, global decision boundary that ap-
plies uniformly across all test inputs, which can
be suboptimal for linguistically diverse or ambigu-
ous cases. Similarly, static few-shot prompting
relies on a fixed set of demonstrations that may
not align well with the semantics of a given test
instance, limiting their ability to guide the model
effectively. In contrast, our adaptive few-shot ap-
proach constructs query-specific prompt for each
input. This adaptation enables the model to bet-
ter capture subtle distinctions—particularly near
the boundary between neutral and positive senti-
ment—by grounding its reasoning in semantically
relevant examples. In effect, improving precision
and recall for neutral class, see Table 4.

Table 4: Precision (P) and Recall (R) per sentiment class
(%) across prompting strategies.

Strategy Negative Neutral Positive
P R P R P R
Zero-Shot 86 99 78 58 83 &4
Few-Shot 89 97 81 60 82 &9
Adaptive Few-Shot 89 99 8 65 85 89

More precisely, under zero-shot prompting, the
neutral class achieved a precision of 78%, indicat-
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ing that when the model predicted neutral, it was
often correct. However, the low recall of 58% re-
sulted in a modest F1-score of 67%. This suggests
that the model relied on a general understanding of
what counts as “neutral” in language, rather than
learning how neutrality is defined in this specific
dataset. As a result, it often misclassified factual or
mildly opinionated reviews as positive (see Table 6
for an example).

Introducing static few-shot prompting led to
moderate improvements. For the neutral class,
precision improved slightly to 81%, and recall in-
creased marginally to 60%, resulting in an F1-score
of 69%. The modest gain in recall suggests that
manually selected examples help the model bet-
ter recognize prototypical neutral instances, but
may still fall short in capturing the full diversity of
this class. The most significant gains came from
adaptive few-shot prompting, where performance
improved across all classes. The neutral class in
particular benefited, with precision rising to 85%
and recall improving to 65%, leading to its high-
est Fl-score of 74%. This shows that providing
contextually relevant examples helped the model
better handle ambiguity and make more consis-
tent decisions. Compared to static prompts, the
adaptive strategy offered examples that were closer
in meaning and tone to the input, which helped
the model better understand what neutrality looks
like in this dataset. Reviews that contained mild
opinions or balanced descriptions—previously mis-
classified as positive—were more often labeled
correctly. This suggests that dynamic prompting
helped the model adjust its decision boundary more
accurately around the neutral class (see Table 7 for
an example).

Given the computational overhead introduced
by adaptive few-shot prompting, we analyze its
runtime and token-level cost in practice. The final
classification prompt includes 3 to 9 demonstra-
tions per test instance, averaging 778 input and
239 output tokens. This range results from select-
ing up to 3 examples per sentiment class (negative,
neutral, positive) from the 20 nearest neighbors; if
the retrieved set lacks class diversity, fewer than
9 examples are included. These demonstrations
are generated using justification generation prompt
shown in Table 5, with an average of 95 input and
219 output tokens each. We cache all intermediate
generations, so each training example is used for
CoT generation at most once. In total, each test



instance, on average, incurs one main LLM call
(778 in + 239 out) and 3 to 9 smaller calls (95 in +
219 out each).

7 Limitations and Future Work

The effectiveness of the adaptive few-shot strategy
is closely tied to the capabilities of the underlying
language model (GPT-40) and the quality of the
encoder used for kNN retrieval. Limitations in the
LLM’s understanding of specific dialects, or in the
encoder’s ability to generate semantically mean-
ingful embeddings, may propagate through the re-
trieval process and affect final predictions. In this
work, the encoder choice was not extensively opti-
mized, leaving room for improvement in retrieval
quality. Additionally, we used semantic similar-
ity as a proxy for selecting aspect-aligned reviews,
but this approximation may not always capture the
most relevant examples for each input—especially
when sentiment is conveyed through subtle tone,
emphasis, or implied preferences rather than ex-
plicit aspect terms. Our experiments were con-
ducted exclusively with GPT-40, and it remains
unclear how well the observed improvements from
adaptive prompting would transfer to other large
language models. In addition, we did not per-
form extensive hyperparameter tuning or architec-
ture exploration for the encoder-based baselines
(AraBERT and MARBERT). These models were
fine-tuned with standard settings to provide a com-
parative reference, but stronger results might be
achievable with more targeted optimization. Fi-
nally, key components of our system—such as the
number of neighbors (k), the number of few-shot
examples, and the structure of the prompts—were
selected based on preliminary experiments rather
than exhaustive tuning. A more systematic ex-
ploration of hyperparameters and prompt formats
could further enhance performance and provide
insight into robustness and generalization.

An important future direction is to evaluate the
impact of chain-of-thought generation by compar-
ing our approach to a version of adaptive few-shot
prompting that uses retrieved examples without
CoT. This would help isolate the contribution of the
reasoning component and better understand its role
in guiding sentiment classification. Moreover, our
experiments were limited to GPT-4o; testing this
approach with open-source Arabic LLMs would
provide insight into its generalizability and practi-
cality in low-resource or non-proprietary settings.
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8 Conclusion

In this shared task, we tackled sentiment analy-
sis for Arabic dialects within the hotel domain,
focusing on the AHASIS 2025 dataset. Our ap-
proach centered on inspecting the capabilities of
the LLMs, specifically GPT-4o, through various
prompting strategies. We introduced an adaptive
few-shot prompting technique, where during infer-
ence, we dynamically selected relevant contextual
examples for each review by performing a kNN
search over cached embeddings from the training
set, which were generated by a fine-tuned Arabert
model. This approach aimed to improve generaliza-
tion and address challenges like the neutral class by
providing similar aspects, relevant context for each
specific instance. The results demonstrate a clear
improvement with the incorporation of our adap-
tive few-shot prompting. Specifically, on the test
set, the Macro-F1 score achieved was 76.0% with
the adaptive approach, surpassing the 75.0% from
zero-shot and 74.0% from static few-shot prompt-
ing, as well as our fine-tuned encoder baselines
which scored 73.0%. Our submission secured 6th
place in the shared task leaderboard.
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Appendix: Prompts and Model Outputs

A.1 Justification Generation Prompt
Table 5: Prompt used to generate chain-of-thought

(CoT) justifications for each retrieved review in the adap-
tive few-shot setting.

Justification Generation Prompt

Question: Justify the sentiment of the following
Saudi dialect hotel review.

Review: {review}

Label: {label}

Return your response in the following XML format:
<analysis>

<overall_justification> your step-by-step
analysis </overall_justification>
</analysis>

A.2 Zero-Shot and Adaptive Few-Shot Prompt
Examples

We show the GPT-40 outputs for the same develop-
ment review under two prompting strategies: zero-
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shot and adaptive few-shot. The overall prompt
structure remains consistent across all settings; the
only difference lies in the addition of review ex-
amples in the few-shot and adaptive versions. In
this case, the zero-shot prompt leads to an incor-
rect prediction, while the adaptive few-shot prompt
produces the correct label. This illustrates how re-
trieved examples—selected based on both semantic
similarity and aspect alignment—help the model
better calibrate its decision boundary, particularly
in distinguishing between neutral and positive sen-
timent.
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Table 6: Example of zero-shot prompting for sentiment classification in the Saudi dialect.

Prompt

Question: what is the sentiment of the following hotel review in Saudi dialect?

Review: {as 1l Hen LW LN & - W osladll b 4> o sl Y L S &8 (SN
éwngﬁj 5 S Ny B gl g el Y e Sy ol s e,
Return your response in the following XML format:

<analysis>

<overall_sentiment> positive/neutral/negative </overall_sentiment>

<overall_justification> your step-by-step analysis </overall_justification>

</analysis>

GPT-40 Output

<analysis>

<overall_sentiment> positive </overall_sentiment>

<overall_justification>

The review highlights several positive aspects of the hotel. Firstly, the reviewer mentions that the
hotel is JRE—— (cheap), which is generally a positive attribute for budget-conscious travelers.

Secondly, the location is described as ts)_,a Q_MQ‘ d (in the best location), indicating a favorable

opinion. The reviewer also notes receiving a discount, and even mentions that regular prices are
cheap for the location. Overall, the review expresses satisfaction with pricing and location.
</overall_justification>

</analysis>

True Label: Neutral
Predicted Label (Zero-Shot):Positive (Incorrect)

Table 7: Example of adaptive few-shot prompting for sentiment classification in the Saudi dialect. For brevity, only
one retrieved example is shown.

Prompt (Excerpt)

Question: what is the sentiment of the following hotel review in Saudi dialect?

Examples:

Review: cawlle sl o mudl Ly Gold)) sl oo &l ud el and) £l 855
<analysis>

<overall_sentiment> Neutral </overall_sentiment>

<overall_justification>

1. The review states JM~U 4..,~.\JL 5.)3>. which translates to "Quality for the price," indicating a positive

aspect of the hotel. 2. The phrase .l li, Gslall =23l translates to "one of the best hotels at
this price," which further emphasizes a positive sentiment regarding the hotel’s value. 3. The review
mentions ;fdt» JLMH meaning "the price is appropriate," reinforcing the idea that the reviewer finds the
pricing reasonable. 4. However, the overall tone of the review is factual and lacks strong emotional
language or expressions of enthusiasm, which is often associated with positive sentiment. 5. The use
of neutral language and the focus on price and quality without expressing strong feelings leads to the
conclusion that the sentiment is neutral rather than overtly positive.

</overall_justification>

</analysis>
Now, analyze the following review:

?;ijeljcoj (M;M Osh Ll e e Iy P sl Al & J Jsal d\r = O dy ua)

Return your response in the following XML format...

GPT-40 Output

<analysis>
<overall_sentiment> neutral </overall_sentiment>
<overall_justification>

The review begins with 'dj,a Q,..o‘ KX ua?'JI, indicating positive language.

Mentions receiving a discount for private sector work, reinforcing affordability.
Even without the discount, prices are considered cheap for the location.

However, the tone is factual and lacks strong emotion.

. Overall, the review is descriptive rather than opinionated, suggesting neutrality.
</overall_justification>

</analysis>

g w N

True Label: Neutral
Predicted Label (Adaptive Few-Shot): Neutral (Correct)
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