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Preface

Welcome to the Sentiment Analysis on Arabic Dialects in the Hospitality Domain (AHaSIS) Shared
Task, held on September 12, 2025, in conjunction with the 15th International Conference on Recent
Advances in NLP (RANLP 2025) in Varna, Bulgaria.

With the rapid digital transformation of the hospitality industry across the Arab world, user-generated
content such as hotel reviews has become a critical source of insight for service enhancement. However,
the complexity of Arabic and its many dialects poses unique challenges for Natural Language Processing
(NLP), particularly in sentiment analysis. The AHaSIS shared task addresses this need by focusing on
sentiment detection across multiple Arabic dialects, specifically within the hospitality domain.

This shared task introduces a novel, sentiment-balanced dataset consisting of over 1000 hotel reviews,
originally authored in Modern Standard Arabic (MSA) and professionally translated into two major
dialects: Saudi Arabic and Moroccan Darija. The translations were validated by native speakers to
ensure both linguistic and sentiment fidelity, making this dataset a valuable resource for developing and
benchmarking dialect-aware sentiment analysis systems.

The AHaSIS task attracted widespread interest from the NLP community, with over 40 teams registering
to participate. Of these, 12 teams successfully submitted systems during the evaluation phase. The
top-performing system achieved an F1 score of 0.81, demonstrating both the promise and the persistent
challenges of robust sentiment analysis in Arabic dialects.

We believe the outcomes of the AHaSIS shared task contribute significantly to the advancement of
Arabic NLP, especially for underrepresented dialectal varieties in practical, real-world domains such as
hospitality. The shared task encourages further research into multi-dialect processing and highlights the
importance of dialect-specific resources for effective sentiment analysis.

We would like to express our sincere gratitude to all participating teams, reviewers, and the organizing
committee for their contributions and dedication. We hope that these proceedings will support and
inspire future work on sentiment analysis and dialectal Arabic NLP.

Maram Alharbi, Shared Task Chair, on behalf of the AHaSIS organizing team.
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Abstract

The hospitality industry in the Arab world in-
creasingly relies on customer feedback to shape
services, driving the need for advanced Ara-
bic sentiment analysis tools. To address this
challenge, the Sentiment Analysis on Arabic
Dialects in the Hospitality Domain shared task
focuses on Sentiment Detection in Arabic Di-
alects. This task leverages a multi-dialect, man-
ually curated dataset derived from hotel reviews
originally written in Modern Standard Arabic
(MSA) and translated into Saudi and Moroc-
can (Darija) dialects. The dataset consists of
538 sentiment-balanced reviews spanning pos-
itive, neutral, and negative categories. Trans-
lations were validated by native speakers to
ensure dialectal accuracy and sentiment preser-
vation. This resource supports the development
of dialect-aware NLP systems for real-world
applications in customer experience analysis.
More than 40 teams have registered for the
shared task, with 12 submitting systems dur-
ing the evaluation phase. The top-performing
system achieved an F1 score of 0.81, demon-
strating the feasibility and ongoing challenges
of sentiment analysis across Arabic dialects.

1 Introduction

Arabic Sentiment Analysis (ASA) has become an
increasingly prominent field within Natural Lan-
guage Processing (NLP), spurred by the growing
volume of Arabic content across digital platforms
and the pressing need for automated systems to
gauge public opinion. In contrast to high-resource
languages, ASA continues to face enduring chal-
lenges due to the linguistic complexity of Arabic,
its diglossic nature, and the considerable varia-
tion across regional dialects (Habash et al., 2013).
These challenges are particularly evident in infor-
mal domains such as social media and hospitality,
where sentiment expressions differ significantly
across dialects.

To date, the majority of available resources for
ASA have concentrated on Modern Standard Ara-
bic (MSA), offering limited applicability to dialec-
tal variants (Aladeemy et al., 2024). Consequently,
models trained on MSA frequently struggle to gen-
eralise across dialects, leading to diminished perfor-
mance in practical settings (Khrisat and Al-Harthy,
2015). Additionally, the development of robust,
dialect-sensitive models has been hindered by a
notable lack of high-quality, annotated datasets.

In response to these limitations, we present the
Ahasis 2025 Shared Task, which seeks to advance
sentiment classification techniques across Arabic
dialects within the hospitality domain. This shared
task provides a balanced dataset comprising ho-
tel reviews written in Saudi Arabic and Moroccan
Darija, each annotated with sentiment labels. Par-
ticipants are invited to explore both traditional and
neural classification approaches under conditions
of limited training data. The task aims to evaluate
the effectiveness of various modelling strategies
in identifying sentiment from dialect-rich, user-
generated content.

The remainder of this paper is organised as fol-
lows: Section 2 reviews the relevant literature; Sec-
tion 3 details the shared task and its setup; Section 4
describes the dataset; Section 5 presents the evalu-
ation results; and finally, the paper concludes with
key findings and outlines future directions.

2 Related Work

Arabic sentiment analysis has witnessed growing
attention in recent years, with early studies laying
the foundation by addressing the lack of dialect-
specific annotations and lexical resources (Nabil
et al., 2015). Aladeemy et al. (2024) critically re-
viewed the state of sentiment annotation in Ara-
bic dialects, highlighting the prevalence of manual
labelling techniques and the limited use of auto-
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mated methods due to a shortage of robust lin-
guistic resources. Their findings emphasise that
machine learning approaches dominate the field,
while lexicon-based systems remain underutilised.

Recent literature has placed emphasis on tack-
ling dialectal diversity, recognising that Arabic di-
alects differ significantly in syntax, morphology,
and vocabulary. A systematic review by Matrane
et al. (2023) identified key preprocessing stages,
such as normalisation, feature extraction, and sen-
timent tagging, as decisive factors in improving
classification performance. The review also under-
scored the importance of handling negation and
morphological variation, both of which are vital to
interpreting sentiment in dialectal contexts.

Deep learning architectures, including convolu-
tional neural networks (CNNs) and recurrent mod-
els like LSTM (Hochreiter and Schmidhuber, 1997)
and GRU (Chung et al., 2014), have shown strong
results in Arabic sentiment tasks (Baali and Gh-
neim, 2019). However, preprocessing remains a
critical bottleneck. Guellil et al. (2020) stressed
the necessity of standardised pipelines to improve
performance consistency across tasks and datasets.

In parallel, researchers have explored cross-
lingual methods to augment Arabic sentiment re-
sources. Saadany and Orasan (2020) investigated
the preservation of sentiment polarity in neural
machine-translated Arabic reviews and identified
frequent distortions introduced by automated trans-
lation tools. Similarly, Poncelas et al. (2020) ex-
amined the impact of machine translation on down-
stream sentiment classification, revealing that mod-
els trained on original data outperform those trained
on translated corpora, especially in sentiment-
sensitive applications.

Finally, while most progress has been made
in MSA, Aladeemy et al. (2024) emphasise that
Arabic dialects remain underrepresented in sen-
timent analysis research. They call for a shift
towards developing dialect-aware resources and
models that address the linguistic variation inher-
ent to Arabic. The Ahasis shared task responds
to this call by offering a domain-specific, multi-
dialectal dataset and encouraging participants to
experiment with resource-efficient and generative
learning paradigms.

3 Task Description

3.1 Sentiment Detection in Arabic Dialects
The Ahasis 2025 Shared Task centres on sentiment
analysis within the hospitality domain, specifically
targeting hotel reviews written in regional Ara-
bic dialects. Given Arabic’s linguistic richness,
marked by the coexistence of MSA and a wide
range of spoken dialects, sentiment classification
presents notable challenges. Dialects vary con-
siderably in morphology, syntax, and vocabulary,
and this variability is further amplified in informal
user-generated content, where sentiment is often
conveyed through idiomatic or region-specific ex-
pressions.

Participants are required to classify hotel reviews
into one of three sentiment categories: positive,
neutral, or negative. The data comprises user re-
views in Saudi and Darija dialects. The task eval-
uates participants’ ability to build models that can
generalise across dialects while maintaining high
accuracy in nuanced sentiment interpretation. This
shared task explicitly encourages the development
of techniques that are resilient to linguistic varia-
tion and reflective of real-world text usage in the
hospitality sector.

3.2 Resources and Evaluation
Participants will be provided with a bi-dialect an-
notated dataset of hotel reviews. The task permits
the use of external resources, including pre-trained
encoders, large language models, and data augmen-
tation techniques, allowing for a wide exploration
of modelling strategies.

The primary evaluation metric is the F1-score,
computed over the three sentiment classes. In addi-
tion, secondary analyses will include:

• Dialect-Specific Performance: Evaluating
performance across Saudi and Darija dialects
separately.

• Error Categorisation: Analysing model er-
rors in terms of sentiment misclassification,
dialectal confusion, or ambiguous content.

4 Data

The shared task provides a bi-dialect Arabic sen-
timent dataset specifically designed for the hospi-
tality domain. The dataset comprises hotel review
sentences in two Arabic dialects: Saudi and Moroc-
can Darija. Each review is annotated with a senti-
ment label (positive, neutral, or negative), enabling
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both dialect-specific and cross-dialect sentiment
analysis.

The original data was derived from the ABSA-
Hotels dataset released as part of the Arabic track of
SemEval-2016 (Pontiki et al., 2016; Al-Dabet et al.,
2021). This dataset consists of Arabic hotel reviews
sourced from platforms such as Booking.com and
TripAdvisor. The base data, originally in MSA,
was extensively preprocessed and refined following
the approach described in (Alharbi et al., 2025).

4.1 Dataset Structure

The dataset released for this shared task is orga-
nized into training and test splits, both covering
two Arabic dialects: Saudi and Moroccan Darija.
Each instance in the dataset represents a hotel re-
view sentence. The training set includes sentiment
annotations, while the test set is used for evaluation
and does not expose the sentiment labels.

Split Entries Dialects Sentiment Labels
Train 860 Saudi, Darija Positive, Neutral,

Negative
Test 216 Saudi, Darija N/A (to be predicted)

Table 1: Structure and statistics of the shared task
dataset.

Participants are required to use the provided
fields in the test set to predict sentiment labels,
ensuring their models generalise well across di-
alects. The task emphasises robustness to dialectal
variation and sentiment nuance, with all reviews
grounded in real-world user feedback from the hos-
pitality sector.

5 Results and Analysis

The Ahasis shared task attracted a diverse set of
participants, showcasing a range of modelling tech-
niques and domain-specific innovations. Partic-
ipants engaged with the challenge of accurately
classifying sentiment in two dialects, Saudi and
Darija, using both fine-tuned transformer models
and large language models (LLMs) with prompt
engineering strategies.

With sentiment classification task, the competi-
tion provided a realistic, low-resource benchmark
reflective of linguistic variability and cultural nu-
ance in Arabic dialects. The dataset’s domain focus
on hospitality reviews added complexity through
indirect sentiment cues, politeness strategies, and
dialect-specific idioms. Teams employed diverse
strategies, including fine-tuning pretrained models

such as MARBERTv2 (Abdul-Mageed et al., 2021),
DarijaBERT (Gaanoun et al., 2024), and AraBERT
(Abdul-Mageed et al., 2021) variants, or leveraging
zero-shot capabilities of LLMs like Gemini Pro.

5.1 Participating Teams and Final Rankings

A total of 12 teams submitted systems for the test
phase. Table 2 presents the final leaderboard based
on micro-averaged F1 scores.

The top-performing system, submitted by Team
Hend, achieved an F1 score of 0.81, followed
closely by ISHFMG TUN and LBY with scores of
0.79.

The results show a tight clustering of top scores
between 0.73 and 0.81, with strong performances
across a variety of modelling strategies, includ-
ing fine-tuned transformer models, few-shot LLM
prompting, and hybrid lexical-embedding methods.

5.2 Team Description

1. Hend (iWAN-NLP): The iWAN-NLP team par-
ticipated in the AHaSIS 2025 shared task with a
transformer-based ensemble system designed for
sentiment analysis across Arabic dialects. Their ap-
proach combined three pre-trained models, MAR-
BERTv2 (Abdul-Mageed et al., 2021), SaudiBERT
(Qarah, 2024), and DarijaBERT (Gaanoun et al.,
2024), each fine-tuned using stratified 5-fold cross-
validation. The ensemble was built by averaging
logits across folds and models, leveraging model
diversity to improve robustness. Training enhance-
ments included label smoothing, mixed-precision
training, early stopping, and learning rate warmup.
This system achieved a micro F1 score of 0.81,
ranking first among all participants.
2. ISHFMG TUN: This team tackled the senti-
ment analysis task by fine-tuning the AraBERTv02
model (Abdul-Mageed et al., 2021), a pre-trained
Arabic language model optimised for social me-
dia text. Their approach incorporated several fine-
tuning strategies, including freezing lower trans-
former layers, applying class weighting to address
imbalance, and tuning dropout and learning rate
schedules. They trained the model using validated
on both Saudi and Darija dialects. Without relying
on external data, their system achieved a micro F1
score of 0.7916, ranking second in the AHaSIS
2025 shared task.
3. LBY: The LBY team tackled the AHaSIS 2025
shared task by fine-tuning six pre-trained Arabic
transformer models, including bert-base-arabert,
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Submission ID Codalab Username Team Name Test Phase Micro-F1 Rank
281611 hend suliman Hend (iWAN-NLP) 0.81 1
282197 ishfmgtun ISHFMG TUN 0.79 2
282404 nwesri LBY 0.79 3
282005 hasnachouikhi LahjaVision 0.77 4
282408 msmadi AraNLP 0.76 5
282490 ahmedabdou MucAI 0.76 6
280604 shimaa MARSAD 0.75 7
281739 almktr Lab17 0.75 8
281362 salwas BirLee 0.75 9
282386 mabrouka4 MARSAD AI 0.74 10
282374 mlubbad Lubbad 0.74 11
282445 zarnoufi MAPROC 0.73 12

Table 2: Ahasis Shared Task Test Phase results ranked by Micro-F1.

bert-base-arabertv02-twitter, bert-large-arabertv02-
twitter, MARBERTv2, bert-base-qarib, and Dari-
jaBERT. Their focus was on assessing model per-
formance across both Saudi and Darija dialects.
Through a series of dialect-specific and combined-
dialect experiments, MARBERTv2 emerged as the
top-performing model in their setup. The team
emphasised robust training strategies and careful
hyperparameter tuning over ensembling, achieving
an F1 score of 0.79, and securing third place in the
official evaluation.

4. LahjaVision: Representing a dialect-focused
approach to Arabic sentiment analysis, the Lah-
jaVision team developed a dialect-aware system
that leveraged the QARiB transformer model, en-
riched with specialised dialect embeddings and
custom preprocessing for Saudi and Darija Ara-
bic. Their methodology incorporated discrimina-
tive fine-tuning, focal loss, and dialect-specific nor-
malisation to better capture sentiment expressions.
By embedding dialect information into the model
architecture, they achieved notable improvements
over baseline and non-dialect-aware systems. Their
final system attained a micro F1 score of 0.77, se-
curing fourth place in the AHaSIS 2025 shared
task.

5. AraNLP: Competing in the Ahasis 2025 shared
task on sentiment analysis for Arabic hotel reviews,
the AraNLP team proposed a hybrid deep learn-
ing architecture combining the transformer-based
AraELECTRA (Antoun et al., 2021) model with
classical TF-IDF features. This design aimed to
capture both contextual semantics and important
lexical cues, particularly for dialects like Saudi and
Darija. The model was trained with minimal pre-

processing to preserve dialectal expressions and
used a feature fusion mechanism to integrate em-
beddings and lexical vectors. AraNLP achieved a
micro F1-score of 76%, securing fifth place among
all participants.

6. MucAI: The MucAI team approached the AHa-
SIS 2025 shared task using an innovative few-shot
prompting strategy with GPT-4o for Arabic senti-
ment analysis. They explored zero-shot, static, and
adaptive prompting methods, with their final sys-
tem dynamically retrieving the most semantically
similar examples via kNN search over AraBERT
embeddings. Each selected example was paired
with a chain-of-thought explanation, forming a tai-
lored prompt per review. This adaptive prompting
approach significantly improved performance, es-
pecially for neutral sentiment cases. The system
achieved a micro F1-score of 76%, outperforming
static and zero-shot setups and earning sixth place
in the shared task.

7. MARSAD: This team tackled Arabic sentiment
analysis in the hospitality domain by applying struc-
tured data augmentation to enhance performance
in low-resource dialectal settings. They combined
three techniques, paraphrasing via FANAR API,
pattern-based sentence generation, and domain-
specific word substitution, while retaining dialect-
specific linguistic cues. Their approach utilized
AraBERT-Large-v02 fine-tuned on both original
and augmented data. The resulting system achieved
a micro F1-score of 0.75, securing 8th place in the
shared task.

8. LAB17: This team combined generative and
transformer-based strategies for sentiment analy-
sis in Arabic dialect hotel reviews. They applied
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few-shot prompting with GPT-4o and fine-tuned
transformer models, including MARBERT and its
Omani-dialect variant, SODA-BERT. While GPT-
4o reached a micro F1-score of 0.69, their fine-
tuned MARBERT model outperformed all with a
micro F1-score of 0.75, securing 8th place in the
shared task.

9. BirLee: The BirLee team focused on sentiment
analysis for Saudi and Darija dialects by fine-tuning
CAMeLBERT-DA with both hotel reviews and a
newly curated Saudi proverbs dataset. Their model
achieved a micro F1-score of 0.75, outperforming
Arabic-centric large language models like Allam
0.70, ACeGPT 0.68, and Jais 0.65 in zero-shot set-
tings. Their results emphasise the effectiveness of
domain-specific fine-tuning over zero-shot strate-
gies in dialectal Arabic sentiment analysis.

10. MARSAD AI: This team tackled sentiment
analysis in Arabic dialect hotel reviews through
a hybrid model approach. Their system com-
bined contextual embeddings from AraBERT with
a custom-built sentiment lexicon tailored to Saudi
and Darija dialects. To overcome data scarcity, they
implemented two augmentation strategies: proba-
bilistic lexical perturbation and paraphrasing us-
ing AraT5. This enriched and diversified the train-
ing data. The resulting hybrid model significantly
outperformed the baseline AraBERT-only setup,
achieving an F1 score of 0.74

11. Lubbad: Lubbad tackled the sentiment anal-
ysis task using the Gemini Pro 1.5 large lan-
guage model. Instead of retraining, the team em-
ployed dialect-specific prompt engineering with
real-time batch inference. The approach incorpo-
rated sarcasm detection, dialect labelling, and cus-
tom zero/few-shot prompts optimized for Saudi and
Darija dialects. The system achieved a micro F1-
score of 0.7361, ranking 10th in the Ahasis Shared
Task.

12. MAPROC: This team participated in the Aha-
sis shared task using the SetFit framework, a few-
shot learning technique based on fine-tuning sen-
tence transformers. They employed the Arabic-
SBERT-100K model and experimented with lim-
ited examples per class, ultimately using 64 ex-
amples per sentiment category for contrastive fine-
tuning. Their approach demonstrated the potential
of data-efficient modeling in low-resource dialec-
tal sentiment classification and achieved a micro
F1-score of 0.73, placing 12th on the leaderboard.

6 Conclusion and Future Work

In conclusion, the Ahasis 2025 Shared Task marks
a significant step forward in advancing Arabic sen-
timent analysis, particularly in addressing the chal-
lenges posed by dialectal variation in the hospital-
ity domain. By focusing on sentiment detection
in Saudi and Darija dialects, the task has created
a valuable benchmark for evaluating NLP systems
under low-resource, real-world conditions. The
participation of diverse teams employing a range
of methodologies, from transformer fine-tuning to
few-shot prompting, has yielded meaningful in-
sights into effective modelling strategies for dialec-
tal sentiment classification.

The results highlight the impressive performance
of several teams, most notably iWAN-NLP team,
whose ensemble of fine-tuned BERT-based models
achieved the highest F1 score. This underscores
the critical role of both model sophistication and
dialect-specific data curation in achieving high per-
formance. Moreover, systems that integrated do-
main knowledge, robust preprocessing, or adaptive
prompting techniques also demonstrated strong ca-
pabilities, reflecting the importance of combining
linguistic insight with technical innovation.

Looking ahead, future work in Arabic dialect
sentiment analysis could explore broader dialectal
coverage and task extensions such as aspect-based
sentiment analysis or emotion detection. Continued
development of pre-trained dialectal models and
domain-specific embeddings will also be essential
for improving generalisability and robustness.

The Ahasis Shared Task has laid a foundation
for future research in Arabic dialect NLP, promot-
ing collaboration and innovation in a field that re-
mains under-represented yet highly impactful. By
advancing the development of inclusive, dialect-
aware NLP systems, this shared task contributes to
broader efforts in enhancing the linguistic diversity,
cultural relevance, and real-world applicability of
sentiment analysis technologies in the Arab world.
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2016. SemEval-2016 task 5: Aspect based sentiment
analysis. In Proceedings of the 10th International
Workshop on Semantic Evaluation (SemEval-2016),
pages 19–30, San Diego, California. Association for
Computational Linguistics.

Faisal Qarah. 2024. Saudibert: A large language model
pretrained on saudi dialect corpora. arXiv preprint
arXiv:2405.06239.

Hadeel Saadany and Constantin Orasan. 2020. Is it great
or terrible? preserving sentiment in neural machine
translation of Arabic reviews. In Proceedings of the
Fifth Arabic Natural Language Processing Workshop,
pages 24–37, Barcelona, Spain (Online). Association
for Computational Linguistics.

6



Proceedings of the Shared Task on Sentiment Analysis for Arabic Dialects (AHaSIS) associated with RANLP 2025,
pages 7–13, Varna, Bulgaria, Sep 12, 2025.

https://doi.org/10.26615/978-954-452-109-7-002

 

 

 

This paper details the iWAN-NLP system 

developed for participation in the AHaSIS 

2025 shared task, "Sentiment Analysis on 

Arabic Dialects in the Hospitality Domain: 

A Multi-Dialect Benchmark." Our 

approach leverages a multi-model 

ensemble strategy, combining the strengths 

of MARBERTv2, SaudiBERT, and 

DarijaBERT. These pre-trained Arabic 

language models were fine-tuned for 

sentiment classification using a 5-fold 

stratified cross-validation methodology. 

The final predictions on the test set were 

derived by averaging the logits produced 

by each model across all folds and then 

averaging these combined logits across the 

three models. This system achieved a 

macro F1-score of 0.8055 (~0.81) on the 

official evaluation dataset and a cross-

validated macro F1-score of 0.8513 

(accuracy 0.8628) on the training set. Our 

findings highlight the effectiveness of 

ensembling regionally adapted models and 

robust cross-validation for Arabic 

sentiment analysis in the hospitality 

domain, ultimately securing first place in 

the AHaSIS 2025 shared task. 

1 Introduction  

The proliferation of user-generated content, 

particularly in the hospitality sector through 

reviews, provides a rich source of opinions 

and sentiments. For the Arabic language, this 

content is characterized by a complex 

interplay of Modern Standard Arabic (MSA) 

and numerous regional dialects. These 

dialects often exhibit substantial lexical, 

syntactic, and morphological divergence, 

posing considerable hurdles for Natural 

Language Processing (NLP) systems. The 

AHaSIS 2025 shared task, "Sentiment 

Analysis on Arabic Dialects in the Hospitality 

Domain: A Multi-Dialect Benchmark," aims 

to foster research in this area by providing a 

benchmark for evaluating systems on Arabic 

sentiment analysis within the context of hotel 

reviews, which can span MSA and various 

dialects. 

 

Effective sentiment analysis of Arabic hotel 

reviews offers significant value for businesses 

in understanding customer satisfaction and for 

travelers in making informed decisions. 

However, the linguistic diversity, coupled 

with the nuances of sentiment expression 

(e.g., sarcasm, implicit feedback), makes this 

a challenging task. Transformer-based 

language models such as BERT (Devlin et al., 

2019), have shown remarkable success in 

NLP by learning rich contextual 

representations, leading to the development of 

several Arabic-specific models. 

 

In this paper, we present the iWAN-NLP 

system. Our system architecture is built upon 

an ensemble of multiple transformer models: 

MARBERTv2, chosen for its training on 

diverse Arabic social media; SaudiBERT, for 

its specialization in the Saudi dialect; and 

DarijaBERT, for its focus on North African 

Darija. Each base model was fine-tuned using 

5-fold stratified cross-validation. Key training 

enhancements included a custom Hugging 

Face Trainer, label smoothing (0.1) via 

nn.CrossEntropyLoss, early stopping, FP16 

mixed-precision training, and learning rate 

warmup. The final system predictions were 

generated by averaging model logits across 

folds and then across models. This approach 

yielded a macro F1-score of 81.0% on the 

      iWAN-NLP at AHaSIS 2025: A Stacked Ensemble of Arabic Transformers for 
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official test set and a cross-validated macro 

F1-score of 85% on the training set. Notably, 

this performance earned our iWAN-NLP 

system the first-place ranking in the AHaSIS 

2025 (Alharbi, Ezzini, et al., 2025) shared task 

on Sentiment Analysis on Arabic Dialects in 

the Hospitality Domain. 

 

The remainder of this paper is organized as 

follows: Section 2 discusses related work. 

Section 3 describes the dataset. Section 4 

details our methodology, including 

preprocessing, models, training, and ensemble 

strategy. Section 5 presents results. Section 6 

offers an error analysis. Section 7 concludes 

and suggests future work. 

 

2 Related Work  

Sentiment analysis in Arabic has garnered 

significant attention in the NLP community. 

Early efforts often relied on lexicon-based 

approaches (Abdul-Mageed et al., 2012) or 

traditional machine learning algorithms like 

Support Vector Machines (SVMs) and Naive 

Bayes, typically using n-gram features or bag-

of-words representations (El-Halees, 2011). 

While these methods provided initial 

breakthroughs, their performance was often 

limited by the morphological richness of 

Arabic and the challenges posed by dialectal 

variations. 

 

The advent of deep learning, particularly 

Recurrent Neural Networks (RNNs) and 

Convolutional Neural Networks (CNNs), 

brought about improvements in capturing 

sequential and local features in text. However, 

the introduction of transformer-based models 

(Vaswani et al., 2017), especially BERT 

(Devlin et al., 2019), revolutionized the field. 

These models, pre-trained on massive text 

corpora, learn powerful contextual 

embeddings that have proven highly effective 

for a wide array of downstream tasks. 

 

Several BERT-based models have been 

specifically developed for the Arabic 

language. AraBERT (Antoun et al., 2020) was 

one of the pioneering efforts, demonstrating 

strong performance on various Arabic NLP 

benchmarks. MARBERT (Abdul-Mageed et 

al., 2021), and its successor MARBERTv2, 

were trained on a significantly larger and more 

diverse dataset, including a substantial amount 

of Arabic social media text containing 

dialectal content, making them particularly 

well-suited for tasks like the AHaSIS 

challenge. Recognizing the limitations of 

general Arabic models when faced with 

specific dialects, researchers have also 

developed models tailored to regional 

variations. For instance, SaudiBERT (Qarah, 

2024) was pre-trained exclusively on a large 

corpus of Saudi dialectal text, aiming to 

capture its unique linguistic characteristics. 

Similarly, DarijaBERT (Gaanoun et al., 2024) 

represents a significant step in NLP for the 

Moroccan Arabic dialect "Darija", providing 

the first set of BERT models specifically for 

this dialect. 

 

Ensemble methods have a long history of 

improving machine learning model 

performance by combining the predictions of 

multiple individual learners. In NLP, 

ensembling has been successfully applied to 

various tasks, including sentiment analysis 

(Salah et al., 2019). While various ensemble 

techniques exist, including simple 

averaging/voting and more complex methods 

like stacking (Wolpert, 1992), the core idea is 

to leverage the diversity of multiple models. 

(Al Shamsi & Abdallah, 2023) explored 

ensemble techniques in the context of Arabic 

sentiment analysis, highlighting their potential 

for enhanced robustness. 

 

To further optimize the training of large 

transformer models, several techniques have 

become standard practice. Label smoothing 

(Müller et al., 2019) is a regularization 

technique that prevents the model from 

becoming too confident in its predictions, 
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which can improve generalization. Early 

stopping is widely used to prevent overfitting 

by monitoring performance on a validation set 

and halting training when performance ceases 

to improve. FP16 mixed-precision training 

(Micikevicius et al., 2018) allows for faster 

training and reduced memory footprint by 

using 16-bit floating-point numbers for certain 

operations, often without sacrificing 

performance. Learning rate warmup (Goyal et 

al., 2018), where the learning rate is gradually 

increased at the beginning of training, helps 

stabilize the training process, especially for 

large models and batch sizes. 

 

Our work builds upon these advancements by 

combining multiple state-of-the-art Arabic 

transformer models, including those 

specialized for dialects, within an averaging 

ensemble framework, and by employing a 

suite of modern training enhancements to 

maximize performance. 

 

3 Data  

The AHaSIS 2025 shared task organizers 

provided a dataset consisting of Arabic hotel 

reviews. Each review was annotated with one 

of three sentiment labels: positive, negative, or 

neutral. The dataset was pre-split into official 

training and test sets. For our experiments, we 

strictly adhered to these provided splits and did 

not incorporate any external datasets or 

perform external data augmentation. 

 

Labels (positive, negative, neutral) were 

mapped to numeric IDs for model processing. 

Tokenization was performed using each base 

model's associated pre-trained tokenizer. A key 

aspect of our data handling was the use of 5-

fold Stratified K-Fold Cross-Validation on the 

training set. This approach ensures that each 

fold maintains a similar class distribution to 

the overall training set, providing a more 

reliable estimate of model performance during 

development and robust out-of-sample 

 
1 https://huggingface.co/UBC-NLP/MARBERTv2  

predictions from each fold for evaluating 

ensemble strategies. 

 

4 Methodology  

Our system for Arabic sentiment classification 

employs a multi-model ensemble approach, 

with each base model fine-tuned using a 

rigorous cross-validation strategy and 

enhanced training techniques. 

4.1 Preprocessing  

The preprocessing steps applied to the review 

data were minimal: 

1. Label Mapping: The textual 

sentiment labels ('positive', 'negative', 

'neutral') were mapped to numerical 

IDs (0, 1, 2). 

 

2. Tokenization: Each review text was 

tokenized using the specific pre-

trained tokenizer associated with the 

respective base model 

(MARBERTv2, SaudiBERT, 

DarijaBERT). This ensures that the 

input format matches what each 

model expects from its pre-training 

phase. 

 

No further extensive preprocessing steps such 

as stopword removal, emoji normalization, or 

detailed punctuation cleaning were performed, 

relying on the inherent capabilities of the 

transformer models to process relatively raw 

text. 

 

4.2 Base Models 

We utilized three pre-trained Arabic 

transformer models from the HuggingFace 

Transformers library (Wolf et al., 2020) as 

our base learners: 

• MARBERTv2 (UBC-

NLP/MARBERTv2) 1 : Chosen for its 

training on diverse Arabic social media 
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text, making it suitable for general 

dialectal Arabic. 

• SaudiBERT (faisalq/SaudiBERT)2 : A 

model specialized in the Saudi dialect. 

• DarijaBERT (SI2M-

Lab/DarijaBERT)3: Designed for North 

African Arabic dialects, particularly 

Moroccan Darija. 

 

Each model was employed with its 

corresponding 

AutoModelForSequenceClassification 

head for the sentiment classification task. 

4.3 Training Strategy 

Each of the three base models was fine-tuned 

independently on the AHaSIS training dataset 

using a 5-fold stratified cross-validation 

strategy. This means the training data was 

divided into five folds, and for each fold, a 

model was trained on four folds and validated 

on the held-out fold. This process was 

repeated for each of the three base models. 

A custom Hugging Face Trainer class was 

utilized for the fine-tuning process. The key 

training parameters and enhancements were: 

• Optimizer: AdamW optimizer. 

• Loss Function: nn.CrossEntropyLoss 

with label smoothing applied at a factor 

of 0.1. Label smoothing helps to 

regularize the model and prevent 

overconfidence. 

• Learning Rate: 2e-5, with a learning 

rate warmup schedule. 

• Batch Size: 8 (for training, constrained 

by GPU memory). 

• Epochs: Up to 6 epochs per fold, with 

early stopping based on validation F1-

score to prevent overfitting and save the 

best model checkpoint. 

• FP16 Mixed-Precision Training: 

Enabled to accelerate training and reduce 

memory consumption. 

• Hardware: Experiments were conducted 

on Google Colab (single GPU). 

 

 
2 https://huggingface.co/faisalq/SaudiBERT  

This training regimen was repeated for each 

of the 5 folds for all three models 

(MARBERTv2, SaudiBERT, and 

DarijaBERT). 

 

4.4 Ensemble Strategy 

Our ensemble strategy focused on combining 

the predictions (logits) from the fine-tuned 

base models. 

Validation Phase (within Cross-

Validation): During the 5-fold cross-

validation on the training set, for each 

validation fold, we obtained logits from each 

of the three models (MARBERTv2, 

SaudiBERT, DarijaBERT) trained on the 

other four folds. To evaluate an intermediate 

ensemble performance during development, a 

soft-voting ensemble was considered: the 

logits from the three models for the validation 

set samples were averaged, and the class with 

the highest average logit was chosen as the 

prediction. This allowed for monitoring the 

ensemble's potential during the cross-

validation process. 

Final Test Set Prediction: To generate the 

final predictions for the official AHaSIS test 

set, the following procedure was used: 

1. Per-Model Averaging Across Folds: 

For each base model (MARBERTv2, 

SaudiBERT, DarijaBERT), the 

predictions (logits) on the test set were 

generated by each of the 5 fine-tuned 

instances of that model (one from each 

fold of the cross-validation). These 5 sets 

of logits for the test set were then 

averaged to get a single, more stable set 

of logits for each of the three base models. 

2. Cross-Model Averaging: The averaged 

logits for the test set from MARBERTv2, 

SaudiBERT, and DarijaBERT were then 

further averaged together. 

3. Final Label Determination: The final 

sentiment label for each test instance was 

determined by applying an argmax 

function to these final averaged logits. 

3 https://huggingface.co/SI2M-Lab/DarijaBERT  
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The class corresponding to the highest 

logit value was chosen as the predicted 

sentiment. 

 

This multi-stage averaging ensemble aims to 

combine the strengths of the diverse models 

and smooth out variations from individual 

training runs, leading to a more robust final 

prediction. 

 

5 Results  

Our IWAN-NLP system was evaluated on both 

the training data (via cross-validation) and the 

official AHaSIS 2025 test set. The primary 

evaluation metric was the macro F1-score. 

 

Training Set Performance (5-Fold Cross-

Validation): Across the 5-fold stratified cross-

validation on the training set, our ensemble 

approach (evaluating out-of-sample 

predictions from each fold) yielded the 

following average performance: 

 

• Cross-Validated Macro F1-score: 0.8513 

• Cross-Validated Accuracy: 0.8628 

 

These results on the training data indicated 

strong performance and good generalization 

before evaluating on the unseen test set. 

 

Official Test Set Performance: Our final 

system, employing the described averaging 

ensemble strategy (averaging logits across 

folds per model, then averaging these across 

models for the test set), achieved the highest 

macro F1-score of 81%, which was the top-

ranking performance among all participating 

systems in the shared task. This result confirms 

the effectiveness of our ensemble approach in 

leveraging the diverse strengths of the chosen 

Arabic language models and the robustness 

introduced by cross-validation and prediction 

averaging. 

6 Error Analysis   

Upon qualitative examination of the 

predictions made by our ensemble system, a 

notable pattern of confusion emerged, 

primarily between the neutral and negative 

sentiment classes. Several factors could 

contribute to this observation: 

 

1. Ambiguity of Neutrality: Neutral 

sentiment itself can be inherently 

ambiguous. Reviews classified as neutral 

might contain subtle negative undertones 

or vice-versa, making it challenging for the 

models to draw a clear distinction, 

especially with the minimalist 

preprocessing approach. 

2. Sarcasm and Irony: Social media text 

(and even formal reviews) can contain 

sarcasm and irony, where the literal 

meaning of words contradicts the intended 

sentiment. Our system did not explicitly 

model sarcasm detection, which is a 

complex NLP task in itself. Sarcastic 

reviews expressing negative sentiment in a 

seemingly positive or neutral way (or vice-

versa) could easily be misclassified. 

3. Dialectal Nuances: While we employed 

dialect-specific models, the interplay of 

different dialects within a single review or 

the presence of code-switching (mixing 

MSA with dialects, or dialects with 

English) could still pose challenges. 

Certain dialectal expressions might carry 

sentiment connotations that are not 

universally captured even by specialized 

models, leading to confusion, particularly 

with neutral or subtly negative statements. 

4. Implicit Sentiment: Some reviews might 

express sentiment implicitly rather than 

through explicit sentiment-bearing words. 

For example, a factual statement about a 

service failure could imply negative 

sentiment without using overtly negative 

language. Detecting such implicit 

sentiment requires a deeper level of 

contextual understanding. 
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5. Dataset Artifacts: The nature of the 

annotation process or inherent biases 

within the dataset could also contribute to 

certain types of systematic errors. For 

instance, if borderline cases were 

predominantly labeled as neutral, the 

model might struggle to differentiate them 

from slightly negative instances. 

Furthermore, it was observed that some 

texts labeled as Darija might not be pure 

Darija or could be mixed with other 

dialects/MSA, potentially impacting the 

performance of the Darija-specific model 

on these instances and contributing to 

confusion. 

 

Future work could aim to address these issues. 

Integrating a dedicated sarcasm detection 

module could be beneficial. More advanced 

preprocessing techniques, or alternatively, 

models even more robust to noisy text, might 

help. Furthermore, exploring multi-task 

learning frameworks, where the system is 

jointly trained to detect sentiment and other 

related linguistic phenomena (like sarcasm or 

emotion), could lead to improved performance 

and a better understanding of nuanced 

expressions. 

 

7 Conclusion  

In this paper, we described the iWAN-NLP 

system developed for the AHaSIS 2025 shared 

(Alharbi, Chafik, et al., 2025). Our system 

utilized an averaging ensemble of three pre-

trained transformer models: MARBERTv2, 

SaudiBERT, and DarijaBERT. Each base 

model was fine-tuned using 5-fold stratified 

cross-validation with a custom Hugging Face 

Trainer, incorporating label smoothing (0.1), 

early stopping, FP16 mixed-precision training, 

and learning rate warmup. The final ensemble, 

derived by averaging logits across folds and 

models, achieved a macro F1-score of 81.0% 

on the official test set, and a cross-validated 

macro F1 of 0.8513 on the training set. This 

performance distinguished our system, leading 

to its recognition as the first-place submission 

in the AHaSIS 2025 shared task. 

 

Our results demonstrate the advantages of 

leveraging a diverse set of language models, 

including those adapted to specific regional 

dialects, within a robust ensemble framework. 

The meticulous cross-validation and 

prediction averaging strategy proved effective 

in combining the strengths of these individual 

models and enhancing overall performance. 

The inclusion of modern training best 

practices further contributed to the stability 

and generalization capabilities of our system. 

 

Future research directions could involve 

exploring more sophisticated ensemble 

techniques, investigating advanced data 

augmentation tailored for Arabic dialects, and 

incorporating explicit mechanisms for 

handling linguistic phenomena such as 

sarcasm and implicit sentiment. Our 

participation in AHaSIS 2025 highlights the 

potential of combining specialized NLP 

models and principled ensembling to tackle 

the complexities of sentiment analysis in the 

diverse Arabic linguistic landscape. 
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Abstract

Arabic exhibits a rich and intricate linguis-
tic landscape, with Modern Standard Arabic
(MSA) serving as the formal written and spo-
ken medium, alongside a wide variety of re-
gional dialects used in everyday communica-
tion. These dialects vary considerably in syn-
tax, vocabulary, phonology, and meaning, pre-
senting significant challenges for natural lan-
guage processing (NLP). The complexity is
particularly pronounced in sentiment analy-
sis, where emotional expressions and idiomatic
phrases differ markedly across regions, hinder-
ing consistent and accurate sentiment detec-
tion. This paper describes our submission to the
Ahasis Shared Task: A Benchmark for Arabic
Sentiment Analysis in the hospitality domain.
This shared task focuses on advancing senti-
ment analysis techniques for Arabic dialects
in the hotel domain. Our proposed approach
achieved an F1 score of 0.88 % on the internal
test set (split from the original training data),
and 79.16% on the official hidden test set of
the shared task. This performance secured our
team second place in the Ahasis Shared Task.

1 Introduction

Sentiment analysis has become a crucial task in
natural language processing (NLP), enab ling busi-
nesses and organizations to extract valuable in-
sights from user-generated content. While signifi-
cant progress has been made in sentiment analysis
for English and other major languages, Arabic sen-
timent analysis presents unique challenges due to
the language’s morphological complexity, and di-
alectal variations. Modern Standard Arabic (MSA)
coexists with numerous regional dialects that differ
substantially in vocabulary, syntax, and semantics,
making unified sentiment analysis particularly dif-
ficult.

The hospitality industry stands to benefit greatly
from accurate sentiment analysis, as customer re-
views and feedback directly impact business deci-

sions and service quality. However, Arabic senti-
ment analysis in this domain faces additional dif-
ficulties, such as the prevalence of colloquial ex-
pressions that carry strong sentiment but may not
appear in standard jargon.

Recent advances in transformer-based language
models like BERT have shown promising results
for Arabic NLP tasks. However, their application
to dialectal Arabic sentiment analysis, especially in
domain-specific contexts like hospitality, remains
underexplored (Antoun et al., 2020). The Ahasis
Shared Task provides an important benchmark for
evaluating such approaches, featuring annotated
hotel reviews in multiple Arabic dialects with sen-
timent labels (Alharbi et al., 2025a).

In this paper, we present our fine-tuned
AraBERT model for Arabic sentiment detection
in the hospitality domain. Our approach addresses
the following key challenges :

• Handling morphological richness in Arabic
text

• Adapting a pre-trained language model to
domain-specific sentiment analysis

Our system achieved competitive performance in
the Ahasis Shared Task, ranking second with an
F1-score of 79.16%. The results demonstrate the
effectiveness of transformer-based models for Ara-
bic sentiment analysis while highlighting areas for
future improvement, particularly in handling dialec-
tal diversity and domain adaptation. The remainder
of this paper is organized as follows: Section 2
reviews related work in Arabic sentiment analy-
sis, Section 3 details our methodology, Section 4
presents and discusses our results, and Section 5
concludes with directions for future research.

2 State of the art

Sentiment analysis, the computational study of
opinions and emotions in text, has evolved signifi-
cantly with advancements in artificial intelligence
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(AI). For Arabic language processing, especially
in multi-dialect settings, the choice of method de-
pends on factors like data availability, dialect di-
versity, computational resources, and desired accu-
racy. This classification organizes sentiment analy-
sis techniques into three key paradigms:

• Traditional Methods: Rule-based and classical
machine learning approaches that rely on fea-
tures and lexicons. These are interpretable but
struggle with dialectal variations and context.

• Deep Learning Methods: Neural network-
based models that automatically learn features
from text, improving performance on complex
language patterns (e.g., LSTMs, CNNs, and
early Transformers).

• LLM-Based Methods: large language models,
which leverage massive pre-trained networks
for highly accurate, context-aware sentiment
analysis, even in low-resource dialects (like
BERT and GPT).

2.1 Traditional Methods (Rule-Based &
Machine Learning)

2.1.1 Lexicon-Based (Rule-Based)
The lexicon-based approach aggregates the senti-
ment scores of all the words in text using a pre-
prepared sentiment lexicon to assess. In this re-
gard, in (Mataoui et al., 2018), the authors proposed
syntax-based aspect detection approach for senti-
ments analysis in Arabic reviews. In (Elnagar et al.,
2018), authors implement a polarity lexicon-based
sentiment analyzer to analyze sentiment for HARD
(Hotel Arabic-Reviews Dataset) dataset. A lexicon
approach proposed in (Abdul-Mageed et al., 2012)
reduce data sparseness through multiple morpho-
logical features, such as part of speech tagging, in
addition to multiple standard features, including
a polarity lexicon that handles subjectivity classi-
fication. Another approach mentioned in (Mars
et al., 2015) uses traditional methods and supports
huge data. It implements a MapReduce architec-
ture based on lexicon method for sentiment analysis
from Twitter.

2.1.2 Machine Learning (Classical Models)
Many works use SVM, Naïve Bayes and Random
Forest combined with feature engineering (TF-IDF,
n-grams) in sentiment analysis task in Arabic lan-
guage. An approach cited in (Mars et al., 2017) pro-
poses a new ontological approach based on SVM

to extract sentiements from twitter. This approach
uses an svm algorithm enhanced by an antology of
positive and negative words.

(Akaichi, 2013) uses acronyms, interjections,
and emoticons as lexicon features, as well as N-
gram along with SVM algorithm. In this context,
the work in (Alowaidi et al., 2017) used various
classifiers such as naïve Bayes (NB) and SVM, and
WordNet to extract concept features from dataset of
826 tweets. Machine Learning approaches can be
improved by training the model on a large number
of examples, unlike the lexicon-based approaches.
It has been widely used in SA for Arabic language.

Many works implement a feature extractor based
on prediction with Word2vec (Le and Mikolov,
2014), (Altowayan and Tao, 2016) and (Baly et al.,
2017). In the last sudy, the accuracy reached 60.6%
when using Lexicon Feature(LF) with SVM on
an Egyptian dataset of 1200 tweets, while using
Word2vec as a prediction-based embedding (PBE)
technique along with the DL algorithm, the accu-
racy reached 70%. (Dhaou and Lejeune, 2020)
present an ensemble classifier relying on word and
character-level features developed for the Shared
Task on Sarcasm and Sentiment Detection in Ara-
bic. In this work, the F1-score reached 65.06%.

2.2 Deep Learning Methods (Neural
Networks)

Deep Learning (DL) methods for sentiment anal-
ysis are a subset of machine learning techniques
that use artificial neural networks, particularly deep
neural networks (DNNs), to automatically learn hi-
erarchical representations of text data.

2.2.1 Word Embeddings with Neural
Networks

In (Adouane et al., 2020), authors trained BiLSTM
architecture along with fastText word embedding
reaching 66.78% in accuracy. In the work pub-
lished in (MIHI et al., 2020), the experimentations
achieved for the 4-way classification 56.3% in ac-
curacy using Term frequency–Inverse document
frequency (TF-IDF) and LR, when using the Bag
of Words technique (BOW) and Support Vector
Classifier (SVC), the accuracy attained 55.6%.

In the same context, (Alayba et al., 2018)
presents Combined CNN and LSTM Model for
Arabic Sentiment Analysis, which investigate the
benefits of integrating CNNs and LSTMs and re-
port obtained improved accuracy for Arabic sen-
timent analysis on different datasets. Other work
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evaluated several deep learning architectures using
CNN and LSTM with adopting the Word2vec for
vectorizing text (Al-Azani and El-Alfy, 2017). A
result published in (Abbes et al., 2017) of deep
learning (DL) approach for Sentiment Analysis
showed that RNN outperforms DNN in term of
precision. (Mars et al., 2024) proposes a method
which combines different classifiers using the vot-
ing method and achieves significant F1-score value
equal to 0.7027.

2.2.2 Transformer Models (Pre-LLM Era)
The Transformer architecture, introduced in 2017,
revolutionized natural language processing (NLP)
by replacing traditional recurrent and convolutional
neural networks with self-attention mechanisms.

A new language representation model called
BERT, which stands for Bidirectional Encoder Rep-
resentations from Transformers introduced in (De-
vlin et al., 2019a). It is designed to pre-train deep
bidirectional representations from unlabeled text.
Next, BERT pre-trained for the Arabic language
in (Antoun et al., 2020) which achieved state-of-
the-art performance on most tested Arabic NLP
tasks.

In the same context, AraGPT2 (Antoun et al.,
2021) is developed and trained on a large Arabic
corpus. The results show success on different tasks
including synthetic new generation, and zero-shot
question answering. In addition, a framework was
introduced in (Radford and Narasimhan, 2018) to
achieve strong natural language understanding with
a single task-agnostic model through generative
pre-training and discriminative fine-tuning.

(Ghoul et al., 2024) address the challenge of
Arabic sentiment analysis in short texts, where
high-quality training data is often scarce. They
propose three machine learning models for classi-
fying Arabic tweets: a Voting Ensemble combining
character- and word-level features, an AraBERT
model with Farasa preprocessing, and a hybrid
approach integrating both methods. Their best-
performing model achieves a 73.98% F-score,
demonstrating improvement over prior work. The
study offers valuable insights for future Arabic
NLP applications and services.

2.3 LLM-Based Methods (Modern Large
Language Models)

Large Language Models (LLMs) represent the new
edge of natural language processing (NLP), revo-
lutionizing sentiment analysis through their deep

contextual understanding, multilingual capabilities,
and zero-shot learning potential.

(Miah et al., 2024) proposes an ensemble model
of transformers and a large language model (LLM)
that leverages sentiment analysis of foreign lan-
guages by translating them into a base language,
English. The sentiment analysis task used an en-
semble of pre-trained sentiment analysis models:
Twitter-Roberta-Base-Sentiment-Latest, bert-base-
multilingual-uncased-sentiment, and GPT-3, which
is an LLM from OpenAI.

The work published in (Huang et al., 2024) pro-
poses a solution, named AceGPT, that includes
further pre-training with Arabic texts, Supervised
Fine-Tuning (SFT) using native Arabic instructions,
and GPT-4 responses in Arabic, alongside Rein-
forcement Learning with AI Feedback (RLAIF)
employing a reward model attuned to local culture
and values.

(Seelawi et al., 2021) propose the Arabic
Language Understanding Evaluation Benchmark
(ALUE), which AceGPT achieves the second best
in terms of average scores for all tasks. An eval-
uation of ChatGPT and Bard Ai on Arabic Senti-
ment analysis is published in (Al-Thubaity et al.,
2023). It conducts three LLMs for Dialectal Ara-
bic Sentiment Analysis, namely ChatGPT based on
GPT-3.5 and GPT-4, and Bard AI. The experiments
show that GPT-4 outperforms GPT-3.5 and Bard
AI in sentiment analysis classification, competing
the top-performing fully supervised BERT-based
language model.

Other research efforts made to evaluate the
ability of LLMs for Arabic sentiment analysis
which focus on single language models like AraT5
(Elmadany et al., 2022) or multiple models like
(Kadaoui et al., 2023). The former introduced three
powerful Arabic-specific text to-text Transformer
models trained on large Modern Standard Arabic
(MSA) and/or Arabic dialectal data. The latter con-
ducted to evaluate both of Bard AI and ChatGPT
LLMs for Arabic Sentiment Analysis.

3 Methodology

The methodology adopted in this study is stratified
in several steps as illustrated in Figure 1.Each step
is designed to fine-tune AraBERT model for Arabic
sentiment detection. The following subsections
detail each step.
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Figure 1: The system architecture.

3.1 Data

In this study, we used the Ahasis dataset which is
an Arabic dataset designed for target-specific senti-
ment analysis. It contains a total of 860 annotated
tweets related to the hospitality topic and catego-
rized in 2 dialects Darija and Saudi as shown in
Table 1.

Dialect Darija Saudi Total
Negative 168 168 336
Neutral 108 108 216
Positive 154 154 308
Total 430 430 860

Table 1: Distribution of sentiment and dialect in the
dataset.

This dataset serves as a benchmark for the tasks
of sentiment analysis and offers valuable opportu-
nities for exploring the interaction between differ-
ent dimensions of opinion and evaluating learning
models.

The Table 2 illustrates some examples from the
dataset.

3.2 Tokenization

The raw text is tokenized using a BERT tokenizer
(Devlin et al., 2019b). This step is crucial. It con-
verts the text into a format adequate for input into
the BERT model (Antoun et al.). The tokeniza-
tion process involves setting a maximum sequence
length of 128 tokens, with padding and truncation
applied to maintain uniform input sizes. This step
is crucial, as BERT requires fixed-length inputs
for efficient batch processing. Additionally, the
tokenizer performs subword tokenization, which is
especially beneficial for Arabic given its complex
morphology (Abadi et al., 2015).

3.3 AraBERT Fine-tuning

The core of the methodology centers on fine-tuning
a pre-trained BERT model using the Arabic text
dataset Ahasis. Specifically, we used the aubmind-
lab / bert-base-arabertv02 Twitter model (Antoun
et al.), which is trained on Arabic Twitter data,
making it particularly effective for social media
text classification.

To address class imbalance, we implement class
weighting, assigning higher weights to the "neu-
tral" class (Hinton et al., 2012). Indeed, we use
two approaches. First, we automatically calculate
weights for each sentiment class based on how fre-
quently they appear - giving more importance to
rare sentiments and less to common ones. We then
go a step further by doubling the weight for the par-
ticularly underrepresented ’neutral’ class to make
sure those examples aren’t overlooked. Second, we
customize the training process to use these weights
in error calculations, so when the model makes
mistakes on less common sentiments, those errors
count more heavily in the learning process.

This combination helps balance the model’s at-
tention across all sentiment categories, preventing
it from favoring only the most common ones.

A dropout rate of 0.15 is applied to the hidden
layers and the classifier to reduce the risk of over-
fitting (Hinton et al., 2012). Moreover, only the
last seven layers of the BERT model are fine-tuned,
allowing the model to adapt to the specific task
while preserving the general language understand-
ing learned during pretraining (Kumar et al., 2021).

The key hyperparameter settings are summarized
in Table 3, providing a clear overview of the model
configuration. Once fine-tuned, the model is used
to predict sentiment labels for previously unseen
Arabic text. The output is a set of predicted labels
corresponding to the input, showcasing the model’s
practical utility in real-world applications such as
social media monitoring and sentiment analysis.
Overall, this methodology ensures a robust, sys-
tematic approach to Arabic text classification using
AraBERT, with an emphasis on performance and
generalization.

4 Results and discussion

The results obtained by our model for the test and
dev set are presented in Table 4 The confusion
matrix Figure 2 visualizes the performance of the
model.The model performs very well on the ’neg-
ative’ class with 100% precision and recall (35
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Text Dialect Sentiment

��. èYgð �éÊJ
Ë B@ éJ
 	̄ �Êg. @ �HPY�̄ AÓ ú

	æºË ð �éÊJ
Ë éJ
 	̄ �H 	Qm.k ��Y	J 	̄



@ñ�



@ @ 	Yë

(This is the worst hotel I’ve ever booked for a night, but I couldn’t even stay
there for more than one night)

saudi negative

	­J
 	¢ 	� ñëAÓ 	áºË 	PA�JÜØ 
ù£A ��Ë@ (The beach is excellent, but it’s not clean.) saudi Neutral

. Ñî �DK. Qk. ú
ÎË @
��XA 	J 	®Ë @



@ñ�



@ 	áÓ ��Y	J 	®Ë @ XAë , 	¬@ 	QK. I. K
A 	g

��Y	J 	̄
�èYgð �éÒm.�

	' ú �æjÊëA�J��
» AÓ 	áºËð , Ðñm.�
	' ñë ú
ÎËAK. @ñËñ

�®J
» (The hotel is very

bad, this is one of the worst hotels I’ve ever stayed in. They claim it’s
star-rated, but it doesn’t even deserve one star.)

darija Negative

�ém�'
QÓ �I	KA¿ AêÊ¿ ð 	á�
�KQÓ ��Y	J 	®Ë @ @ 	Yë ú

	̄ �IË 	Q 	K A 	K @( I stayed at this hotel

twice, and both times were comfortable.)

saudi positive

�éJ.ªºË@ úÎ« ñªÊ¢�
A¿ ú
ÎË @
	¬Q 	ªË@ �é�A 	g , 	àAK
 	QÓ ú
æ

��Ê¿ 	àA¿ (Everything was

nice, especially the rooms that overlook the Kaaba.)

darija positive

, øQ 	k@ �HAJ.k. ð ú
æ
�� ����K. Qk. AÓ , Èñ�®ªÓ 	àA¿ Pñ¢ 	®Ë @

	¬@ 	QK. 	àAK
 	QÓ ñ	KA¿ 	á�
 	® 	£ñÖÏ @ ð (The breakfast was reasonable, I didn’t try any
other meals, and the staff were very nice.)

darija neutral

Table 2: Examples of annotated tweets

Hyperparameter Value
Learning Rate 1.1e-4
Batch Size 64
Weight Decay 0.15
Number of Frozen Layers 5
Warmup Ratio 0.25
Dropout Rate 0.15
Maximum Sequence Length 128
Training Epochs 20
Gradient Accumulation Steps 2
Learning Rate Scheduler Cosine

Table 3: Optimal hyperparameters for AraBERT fine-
tuning.

correctly predicted, 0 errors).Most errors occur be-
tween ’neutral’ and ’positive’, especially confusing
positive as neutral, and Minor confusion of these
two classes with negative.

As shown in the Figure 3a, the model starts with
high loss (1.22) but quickly improves. By epoch 8,
the loss drops to 0.34 and stays around 0.25-0.30
for the rest of training. The small rise at epoch
13 suggests the model might be starting to overfit.
The best result happens at epoch 11 (loss of 0.256),
which would be a good place to stop training.

Both accuracy and F1-score improve together,
going from very low (under 30%) to very good

Figure 2: Confusion matrix

(over 90%) by epoch 8 as shown in the Figure 3b
and Figure 3c. They reach their highest point at
epoch 11 (93%), then stay about the same or drop
slightly. This shows the model learns well at first,
but stops getting better after epoch 11.

The model works well and learns quickly in the
first 11 epochs. After that, it doesn’t improve much.
To save time and get the best results, we could
stop training at epoch 11. To make the model even
better, we might need to add more training data, as
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Class Precision Recall F1-Score Support

negative 0.92 1.00 0.96 35
neutral 0.71 0.75 0.73 16
positive 0.74 0.83 0.78 35

Accuracy 0.88 86
Macro 0.85 0.86 0.85 86
weighted 0.89 0.88 0.88 86

Table 4: Classification report for the fine-tuned AraBERT model

more training epochs won’t help much. This work
is cited in (Alharbi et al., 2025b) which summarizes
all the Ahasis shared task participants’ works.

4.1 Discussion

After reviewing the results and exploring the dev
set in more detail, we discovered wrongly labeled
examples as shown in Table 5. In the com-
parison between predicted and true labels, sev-
eral misclassifications highlight potential areas for
model improvement. The model frequently mis-
classified positive reviews as neutral, particularly
when the language was nuanced or mixed (e.g.,
" 	á» AÓB@ ú


	̄ ��. ø
 ñ
�̄ é 	K @ ©Ó YJ
k. �I	KQ�� 	KB@

Q�Kð@QË @ 	áÓ �éJ. K
Q�®Ë @").

This suggests the model may struggle with con-
textual understanding or assigning higher con-
fidence to neutral predictions when sentiment
is subtly expressed. Additionally, the model
incorrectly labeled a sarcastic positive review
(" ��ñJ
ÒºK
A¿ AÓ ú
ÎË @ �A 	JÊË ��Y	J 	̄") as negative, indi-

cating difficulty in detecting irony or sarcasm. The
high neutral probabilities (e.g., 0.99, 0.96) in cases
where the true label was positive suggest an over-
reliance on neutral classifications, possibly due to
imbalanced training data or insufficient sensitivity
to positive sentiment cues. Further refinement, such
as incorporating sarcasm detection or rebalancing
class weights, could enhance performance.

Our model demonstrates strong but variable per-
formance across different evaluation sets. Dur-
ing training, it achieved its peak F1-score of 0.93
(93%) on the validation data by epoch 11. How-
ever, testing on unseen datasets revealed notable
performance discrepancies, highlighting key con-
siderations for real-world deployment.

The model attained an F1-score of 0.88 on the
standard test set, reflecting a modest 5% decline
from the validation score (0.93). This marginal

drop is consistent with typical generalization be-
havior, suggesting that the model performs robustly
on data sampled from a similar distribution as the
training set. However, the slight discrepancy may
indicate minor overfitting to the validation data or
subtle differences in data partitioning.

A more substantial performance degradation was
observed on the blind test set, where the F1-score
dropped to 0.79 a 9% decrease compared to the
main test set. This discrepancy suggests:

• Distributional differences between the blind
test data and the training/validation sets, possi-
bly due to unseen variations or domain shifts.

• Limited generalizability of some learned pat-
terns, implying that the model may rely on
features that do not transfer effectively to en-
tirely new data.

• Potential biases in the original dataset, where
certain underrepresented scenarios were not
adequately captured during training.

Overall, the model exhibits promising performance
but suffers a 12–14% reduction in F1-score (from
0.93 to 0.79–0.88) when evaluated on unseen data.
The blind test results underscore the importance
of assessing models beyond standard test sets, as
they reveal critical gaps in generalization that con-
ventional evaluations may overlook. To enhance
model robustness, future work should consider:

• Data augmentation and domain adaptation to
improve generalization across diverse scenar-
ios.

• Expanded dataset collection, particularly tar-
geting underrepresented or edge cases to re-
duce distributional biases.

• Further analysis of feature representations to
identify and mitigate non-transferable learned
patterns.
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(a) Progression of Validation Loss During Model Training (b) Evolution of Model Accuracy with Increasing Training
Epochs

(c) F1 Score Across Epochs

Figure 3: Training Metrics: Validation Loss and F1 Score Across Epochs.

Moreover, the dataset contains labeling inconsis-
tencies and dialectal variations that may negatively
impact model performance. For instance, some
ground-truth labels appear questionable, such as
labeling " 	àAK
 	QÓ Pñ¢ 	®Ë @ éJ
 	̄ñK." (the breakfast buffet
is good) as neutral rather than positive, or classi-
fying a critical statement about a cramped room
(" �éÔg 	QÓ �I	KA¿ �é 	̄Q 	ªË @") as positive.
These inconsistencies suggest possible annotation
errors or subjective biases in the dataset. Such in-
accuracies can mislead the model during training,
causing it to learn incorrect sentiment associations
and reducing its generalization capability. To im-
prove reliability, a thorough review of the labels,
particularly ambiguous terms and borderline cases,
should be conducted, possibly with dialect-specific
guidelines to ensure consistency. Otherwise, the
model may propagate these errors in its predictions,
particularly in sentiment analysis tasks where con-
textual and cultural nuances play a key role.

While the current results are encouraging, the
blind test performance highlights the need for im-
provements in handling novel data, which is crucial
for real-world applicability.

5 Conclusion and future works

In this paper, we suggest an approach on multi-
dialect sentiment detection in hotel reviews. To
validate the effectiveness of our approach, we used
Ahasis dataset which consists of Arabic text sam-
ples labeled with sentiment and dialect. The find-
ings from the experimentation confirm that our pro-
posed method attains an F1-score of 0.79, indicat-
ing its performance compared to baseline models.

The success of the proposed approach suggests
that leveraging multi-dialect datasets like Ahasis
can improve model robustness. However, future
research should explore deeper dialectal nuances,
including code-switching between MSA and di-
alects, to enhance accuracy further.
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Text Dialect Train label Corrected label
	àAK
 	QÓ Pñ¢ 	®Ë @ éJ
 	̄ñK.

The breakfast buffet is good Darija neutral positive
, ñë éJ
K. Èñ�® 	K 	áºÖß
 ú
ÎË @ ú
æ

��Ë @ Yg@ð
ú
ÎK. B@
 ,

�éJ
�KC�K �é 	̄Q 	« �I	KA¿ , �éK
ñ �� �éÔg 	QÓ �I	KA¿ �é 	̄Q 	ªË @
�éJ
«AK. P �é 	̄Q 	« Q�
��
 ú
Í ú


	̄ A 	�@
 QK
Qå� ú
æ
�� @ñ¢k

One thing worth mentioning is that the room was a bit
cramped. It was a triple room, but they added an extra
bed to make it a quadruple room

Darija positive negative
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It was refreshing, fresh, and very sweet. There were
delicious food options and plenty of choices for holiday
enjoyment. We had an amazing time at the wedding
venue, which was exceptional and luxurious

Saudi neutral positive

Table 5: Examples of wrongly annotated train tweets

Moreover, to further improve sentiment analysis
performance, particularly for darija, a promising
direction is the integration of lexicon-based sen-
timent analysis (also known as dictionary-based
sentiment analysis). This approach involves:

• Constructing a Domain-Specific Sentiment
Lexicon.

• Developing a curated list of darija words
and phrases annotated with sentiment polarity
(positive, negative, neutral)

• Addressing dialectal variations and contextual
ambiguities (e.g., words whose polarity shifts
across regions).

• Using the lexicon to adjust classifier confi-
dence scores, either as additional input fea-
tures or as a post-processing step.
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Abstract

This work addresses the challenge of Arabic
sentiment analysis in the hospitality domain in
all dialects by using data augmentation tech-
niques. We created a pipeline with three sim-
ple techniques: context-based paraphrasing,
pattern-based sentence generation, and domain-
specific word replacement. Our method pre-
serves the original dialect features, meanings,
and key classification details while adding di-
versity to the training data. It also includes
automatic fallback between methods to handle
challenges effectively. We used the Fanar API
for dialectal data augmentation in the hospital-
ity domain. The AraBERT-Large-v02 model
was fine-tuned on original and augmented data,
showing improved performance. This study
helps solve the problem of limited dialect data
in Arabic NLP and offers an effective frame-
work that is useful for other Arabic text analysis
tasks.

1 Introduction

In the Arabic-speaking world, most of the content
on social networks and online reviews is written
in regional dialects rather than Modern Standard
Arabic (MSA). Arabic dialectal sentiment analysis
aims to identify emotions (positive, negative, neu-
tral) in social media texts written in regional Arabic
dialects. These dialects, such as Egyptian, Saudi,
and Moroccan Arabic, exhibit significant variations
in vocabulary, grammar, and syntax, making sen-
timent analysis a complex task due to the lack of
standard spelling and limited NLP tools (Salloum,
2021; Baly et al., 2017).

In the hospitality industry, which includes ho-
tels, restaurants and tourism services, sentiment
analysis is crucial to analyze customer feedback to
improve service quality and customer satisfaction
(Musanovic et al., 2021; Kim et al., 2022). Ana-
lyzing sentiments from reviews written in different

Arabic dialects can provide valuable insights for
companies operating in Arabic-speaking countries
(Al-Thubaity et al., 2018). Unlike formal Modern
Standard Arabic (MSA), these dialects are used
in daily chats and reviews, but they do not follow
strict rules, making it hard for computers to under-
stand them (El-Naggar et al., 2017). In addition,
there are not many tools or datasets built specifi-
cally for these dialects. Dataset for context-specific
dialect like hospitality is essential to build machine
learning tool. The release of a dialectal sentiment
dataset and the organization of a shared task in the
Hospitality Domain by the Ahasis organizing team
is a pivotal contribution to the Arabic NLP com-
munity (Alharbi et al., 2025a,b). It will encourage
the research community to develop NLP tool in
specific domain.

2 Dataset Description

Ahasis shared task (Alharbi et al., 2025a) includes
Arabic sentiment analysis texts from two dialects:
Moroccan Darija and Saudi Arabic. The training
set contains 860 balanced sentences, with 430 sam-
ples from each dialect. Both subsets share identical
sentiment distributions: 39.07% negative, 25.12%
neutral, and 35.81% positive. This balance helps
prevent the model from favoring any dialect or sen-
timent class. The test set maintains this dialectal
balance with 108 samples each, ensuring robust
evaluation. See Table 1 for more details.

This dataset offers unique advantages for Ara-
bic NLP sentiment analysis by covering dialectal
diversity beyond standard Arabic, ensuring con-
sistent sentiment annotations, and representing all
sentiment classes adequately. Its dual-dialect struc-
ture supports both dialect-specific, cross-dialect
experiments, industry applications like customer
feedback analysis, review summarization, and rep-
utation management.
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However, the dataset has some limitations. The
relatively small size (860 training samples) may
limit the model’s ability to generalize to more com-
plex patterns. It is insufficient size for training
large-scale models, particularly deep neural net-
works, without overfitting risks. The absence of
contextual topic metadata also tied to specific top-
ics may be missed during modeling.

Table 1: Train Dataset Distribution

Dialect Negative Neutral Positive Total

Darija 168 108 154 430
Saudi 168 108 154 430

The aim of this shared task is to correctly pre-
dict the sentiment based on dialect. The test set
provides dialects for each text to correctly predict
sentiment. Research suggests that hybrid methods,
which combine word lists with machine learning,
often perform better than traditional approaches.
Recent advances, such as transformer models, show
promising results, but require more dialect-specific
resources.

3 System Description

Transformer based model requires a good amount
of data for training the model. However, the task
lacks of original data. Data augmentation plays
a crucial role in enhancing the performance and
generalizability of text classification models, espe-
cially in low-resource scenarios (Shah et al., 2024).
Our system addresses these challenges through a
multi-faceted approach to text augmentation. We
explained the system in the following sections.

3.1 Dataset Preprocessing
Data preprocessing is essential to preserve the se-
mantic integrity of dialectal Arabic for optimiz-
ing the with state-of-the-art language models (e.g.,
AraBERT). The preprocessing pipeline involved
several steps to clean and standardize the tex-
tual data. HTML markup was removed to elim-
inate irrelevant formatting tags. URLs, email ad-
dresses, and social media mentions were replaced
with special tokens, ensuring a consistent structure
across diverse inputs. To normalize the text, Ara-
bic diacritics (tashkeel) and elongation characters
(tatweel) were stripped. Whitespace was optionally
inserted around punctuation and special characters
to facilitate better tokenization. Emojis were re-
tained to preserve sentiment-related cues, and extra

Figure 1: Data Augmentation

spaces were removed to maintain clean and consis-
tent formatting throughout the dataset.

3.2 Data Augmentation

We have proposed an innovative approach for data
augmentation using Large Language Model (LLM)
to mitigate low resource challenges. Figure 1 de-
scribes the data augmentation scenario. The system
is designed to preserve critical linguistic features
including dialectal characteristics, domain context,
and classification-relevant patterns. We performed
data augmentation in three ways (Text Paraphras-
ing using LLM, Contextual Text Generation, and
Word Substitution). Finally, we combined all the
augmented data.

Text Paraphrasing using LLM: We integrated
FANAR API (Team et al., 2025) to paraphrase the
raw data. The paraphrasing module generates alter-
native versions of existing Arabic sentences while
preserving their essential characteristics: preserv-
ing dialectal features, maintaining of domain con-
text (tourism, hotel and reservations), and retenting
tonal characteristics. We have created instructed
prompt to instruct the FANAR model. We provided
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10 example with system prompt, user prompt, text,
dialect, sentiment. Finally, we asked the FANAR
API to perform text paraphrasing.

Contextual Text Generation: We avoided sen-
sitive content by focusing on language structure
(e.g., hate speech, vulgarity, offensive language).
We analyzed example sentences to find patterns,
and then created new sentences from these patterns.
If standard generation faces issues, it rebuilds sen-
tences directly from identified patterns. This mod-
ule creates new sentences matching patterns from
the original dataset. It increases dataset variety
while keeping original language features, gener-
ating text based on topic (hospitality), matching
dialect (Saudi, Darija), and keeping important fea-
tures for classification overall pattern.

Word Substitution: The module slightly mod-
ifies sentences without changing important mean-
ings that affect classification. We replaced key
words with suitable synonyms, and kept original
sentence meaning and structure. We made mini-
mal changes to avoid classification errors. We used
synonyms related to the specific topic (Hospitality)
ensuring sentence meaning stays consistent.

Fallback Mechanism: In all three cases men-
tioned above, we trained and evaluated model per-
formance on the validation dataset. Our key inno-
vation lies in the implementation of comprehensive
fallback mechanisms (Liu et al., 2023), which en-
sure robustness when primary augmentation strate-
gies face challenges. A fallback mechanism au-
tomatically activates when the preferred option is
unavailable or fails. To maintain data augmentation
quality, we assessed semantic preservation, classi-
fication consistency (i.e., label distribution across
positive, negative, and neutral), and linguistic in-
tegrity through human evaluation. We validated
the augmentation outputs manually and applied
fallback procedures when necessary to improve
outcomes. This process enabled us to achieve high-
quality data augmentation for model training. Ta-
ble 2 summarizes the total number of augmented
samples.

Table 2: Data Augmentation

Dialect Negative Positive Neutral
Darija 647 613 421
Saudi 617 587 394

4 Experimental Setup

Our sentiment analysis leveraged with AraBERT-
Large-v02 (”aubmindlab/bert-large-arabertv02”)
(Antoun et al., 2020) and CAMeLBERT mix(Inoue
et al., 2021), optimized for dialect-specific Ara-
bic preprocessing. We stratified data sampling
into (80% training, 20% validation) to retain sen-
timent class proportions. We employed employed
AdamW (learning rate: 2e-5, epsilon: 1e-8) with
linear scheduling (no warmup). The experiment
continued for 10 epochs, batch size 16, and maxi-
mum token length 128, alongside gradient clipping
(threshold: 1.0) to stabilize training.

We utilized Google Colab Pro, NVIDIA A100
GPUs, enabling efficient model optimization with
accelerated processing capabilities suitable for
transformer-based architectures like AraBERT-
Large-v02. This infrastructure significantly re-
duced training duration and facilitated rapid ex-
perimentation and hyperparameter tuning.

5 Results

Figure 2 illustrates the training and validation loss
alongside validation performance metrics over 10
epochs. Training loss consistently decreased and
validation loss reached stability around epoch 6, re-
flecting a balanced training without notable overfit-
ting. Our fused model demonstrated consistent per-
formance across both validation and test datasets
for Arabic dialectal sentiment classification. The
results (see Table 3) show a slight decrease in per-
formance metrics when moving from validation to
test data. The slight performance decrease on the
test set within expected ranges and indicates good
generalization capabilities.

Table 3: Validation vs. Test Performance Comparison

Metric Validation Test

Accuracy 0.780 0.750
Precision 0.780 0.750
Recall 0.780 0.750
F1-Score 0.780 0.750

The competition winner achieved (F1-score
0.81) where we achieved (F1-score 0.75) show-
ing 0.6 back to winner. This indicates that while
our model is competitive, further improvements in
data augmentation, model tuning, or handling of
dialectal variations may help bridge this gap.
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Figure 2: Training loss Vs Validation Loss

6 Conclusion

In this study, we explore the analysis of Arabic di-
alectal sentiment using AraBERT-Large-v02, sup-
ported by domain-specific preprocessing and con-
trolled data augmentation. Our results demonstrate
that careful handling of dialectal features and bal-
anced data splitting are crucial to achieving reli-
able sentiment classification. The model’s ability
to maintain consistent performance across Darija
and Saudi dialects suggests that it could be de-
ployed in real-world applications requiring senti-
ment monitoring across diverse Arabic dialectal
contexts. Future work should expand to include
additional Arabic dialects and explore multitask
learning approaches, advanced augmentation, or
domain adaptation techniques to further improve
classification performance.
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Abstract

This work was conducted as part of the Aha-
sis@RANLP–2025 shared task, which focuses
on sentiment detection in Arabic dialects within
the hotel review domain. The primary objective
is to advance sentiment analysis methodologies
tailored to dialectal Arabic. Our work com-
bines data augmentation with a hybrid model
that integrates AraBERT and our created sen-
timent lexicon. Notably, our hybrid model sig-
nificantly improved performance, reaching an
F1-score of 0.74, compared to 0.56 when using
only AraBERT. These results highlight the ef-
fectiveness of lexicon integration and augmen-
tation strategies in enhancing both the accuracy
and robustness of sentiment classification in
dialectal Arabic.

1 Introduction

Arabic is characterized by a complex linguistic
landscape, where Modern Standard Arabic (MSA)
serves formal and written communication, while
a wide range of regional dialects dominate daily
spoken and informal written discourse. The co-
existence of MSA and diverse regional dialects,
along with the language’s rich morphology, poses
substantial challenges for Natural Language Pro-
cessing (NLP) tasks, particularly sentiment analy-
sis. Dialectal Arabic lacks standardized spelling,
varies significantly across regions, and is under-
represented in NLP resources compared to MSA.
In response to this gap, our work focuses on sen-
timent classification in Saudi Arabic and Darija
(Moroccan Arabic) using a dataset of hotel reviews
from the Ahasis Shared Task (Alharbi et al., 2025a).
Each review is labeled with one of three sentiment
classes: positive, neutral, or negative. To address
the limitations of dialectal data and improve gen-
eralizability, we propose a hybrid sentiment clas-
sification model that combines the strengths of
AraBERT with lexicon-based sentiment features.

We also apply data augmentation techniques to
enrich the training set and enhance performance
across dialectal variations. The remainder of this
paper is organized as follows: Section 2 presents
related work on Arabic sentiment analysis. Sec-
tion 3 provides a detailed description of the Ahasis
shared task, while Section 4 outlines the proposed
methodology, including data augmentation, lexicon
building and integration, and model development,
followed by experimental results.

2 Related work

Arabic sentiment analysis remains a significant
challenge due to the coexistence of MSA and a
wide range of regional dialects, which differ sub-
stantially in morphology, syntax, and vocabulary.
These linguistic variations are especially problem-
atic in informal, domain-specific contexts such as
hotel reviews.

Recent works are now focusing more on dialect-
aware modeling. (Abo et al., 2024) constructed a
polarity lexicon for the Saudi dialect and demon-
strated the benefits of dialect-specific preprocessing
in improving classification performance on hotel-
related data. (Obiedat et al., 2021) reviewed 21
Arabic aspect-based sentiment analysis (ABSA)
studies and identified hotel reviews as a frequently
used benchmark. However, they noted persistent
limitations, including the scarcity of multi-dialect
resources and limited use of augmentation or hy-
brid modeling. Recent reviews further contextu-
alize the evolution of Arabic sentiment analysis
(ASA) methodologies. (Al Katat et al., 2024) con-
ducted a large-scale systematic review of 100 stud-
ies and confirmed the dominance of deep learn-
ing and transformer-based models in achieving
high performance, especially in dialectal and in-
formal contexts. For example, (Ghoul et al., 2024)
integrated AraBERT embeddings with SVM and
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Random Forest, showing improved classification
in low-resource settings. Moreover, (Firdous and
Iqbal, 2025) analyzed performance trends in tra-
ditional and deep learning models. They found
that AraBERT consistently outperformed classical
ML algorithms, though performance declined in
informal or highly dialectal texts, highlighting the
need for improved annotated corpora. (Aladeemy
et al., 2024) emphasized the lack of standardized,
domain-adapted lexicons and advocated for the
development of comprehensive tools for dialectal
domains like hospitality. Additionally, (Alosaimi
et al., 2024) introduced a hybrid AraBERT-LSTM
architecture and showcased the benefit of combin-
ing contextual embeddings with sequential model-
ing for sentiment tasks.
Arabic data augmentation has also evolved across
multiple techniques. Lexicon-based strategies,
such as in (Duwairi and Abushaqra, 2021), used
synonym replacement from Arabic WordNet to gen-
erate semantically similar variants. Embedding-
based methods like (Alkadri et al., 2022) employed
AraVec to substitute words based on cosine simi-
larity, expanding lexical diversity. Besides, back-
translation has been applied to generate synthetic
paraphrase corpora (Al-shameri and Al-Khalifa,
2024), while generative models such as AraGPT2
have been used to create augmented examples for
minority sentiment classes (Abdhood et al., 2025).
Among generative approaches, AraT5 stands out
as a powerful text-to-text model tailored for Arabic.
Introduced by (Bani-Almarjeh and Kurdy, 2023)
and further evaluated in (Nagoudi et al., 2022;
Masri et al., 2025). AraT5 has demonstrated strong
performance in summarization and paraphrasing
tasks, making it a valuable tool for data augmenta-
tion in dialect-sensitive NLP applications. Building
on these foundations, our system applies AraT5-
based paraphrasing to diversify training data, par-
ticularly to address the limited sample size of the
shared task dataset. We also constructed a custom
sentiment lexicon from the dataset, incorporating
dialectal stopword expansion and frequency-based
scoring. Together, these augmentation and lexicon
strategies strengthen sentiment modeling across di-
alects in the hotel review domain.

3 Task Description

The Ahasis task 1 focuses on sentiment analysis on
Arabic dialects in the hospitality domain.

1https://ahasis-42267.web.app/

Participants should classify sentiment as positive,
neutral, or negative across different Arabic dialects
(i.e Saudi and Moroccan). This dedicated task fo-
cuses on advancing sentiment analysis techniques
for Arabic dialects, specifically in the hotel domain.
In fact, Arabic dialects differ significantly in syntax,
lexicon, phonology, and semantics, posing serious
challenges to NLP. This variability is further com-
pounded in sentiment analysis, where emotional ex-
pressions and idiomatic phrases vary widely across
regions, making it difficult to achieve consistent
sentiment detection. The Ahasis shared task aims
to address key challenges in dialect-specific senti-
ment detection, cross-dialect sentiment consistency,
and the nuanced classification of sentiment in Ara-
bic hotel customer reviews.

4 Methodology and Results

We developed a hybrid sentiment analysis model
that integrates AraBERT with a custom-built Ara-
bic sentiment lexicon tailored specifically for this
task. Given the limited size of the available dataset,
we also applied data augmentation to enrich the
training data and enhance model robustness. The
following subsections describe the development
pipeline and modeling steps in detail.

4.1 Dataset Preparation and Preprocessing

Our work is based on the dataset provided by the
Ahasis Shared Task, which comprises 860 hotel re-
views written in two Arabic dialects: Saudi Arabic
and Darija (Moroccan Arabic), with 430 reviews
per dialect. Each review is annotated with a senti-
ment label: positive, neutral, or negative.

4.1.1 Data Augmentation
To enhance model generalization, we applied two
complementary data augmentation strategies to the
training set. First, a lightweight, custom augmenta-
tion method was applied to 20% of the data. This
subset was randomly selected to inject controlled
lexical variation through word deletion, swapping,
and noise injection, ensuring minimal distortion
of sentence structure. The selected ratio was cho-
sen to avoid introducing excessive noise while still
diversifying the input space.

Second, we used paraphrasing-based augmenta-
tion on 50% of the data, employing the AraT5 2

model (Bani-Almarjeh and Kurdy, 2023) to gener-
ate semantically equivalent rephrasings. This larger

2almarjeh/t5-arabic-text-summarization
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proportion was selected because paraphrased sen-
tences preserve meaning more reliably and there-
fore can be scaled more safely. As a Transformer-
based sequence-to-sequence model designed for
Arabic, AraT5 was used to generate fluent, seman-
tically equivalent paraphrases of existing sentences.
We fine-tuned the generation parameters, includ-
ing beam search width, repetition penalties, and
output length constraints, to ensure high-quality
paraphrase generation.

Both subsets were selected to maintain the orig-
inal class distribution and ensure no overlap be-
tween the two augmented portions. This balanced
setup allowed us to maximize training diversity
while preserving data quality.

4.1.2 Data Pre-processing
To normalize Arabic input for sentiment classifica-
tion, we used the ArabertPreprocessor (Wadhawan,
2021), which replicates the preprocessing steps
applied during pretraining of AraBERT models.
This tool performs a series of operations, includ-
ing diacritic (Tashkeel) and elongation (Tatweel)
removal, normalization of character variants (e.g.,
forms of Alef), and replacement of URLs, men-
tions, and emails with special tokens. It also stan-
dardizes spacing, and removes redundant charac-
ters and punctuation. For dialectal inputs, it helps
reduce vocabulary sparsity by enforcing consistent
tokenization across variants. These preprocessing
steps significantly improve model robustness, espe-
cially in low-resource and dialect-rich domains.

4.1.3 Label Encoding and Splitting
Sentiment labels are encoded into numerical rep-
resentations, by converting categorical sentiment
classes (positive, negative, neutral) into a format
suitable for model training and evaluation. To
maintain representativeness across the training and
validation sets, a stratified k-fold cross-validation
approach is implemented. This ensures that the
proportion of each sentiment class remains consis-
tent across partitions, which is critical for balanced
model training.

4.2 Lexicon Building

To enhance the precision of our sentiment classifi-
cation model, we constructed an Arabic sentiment
analysis lexicon using the preprocessed training
dataset. Each text sample was thoroughly tok-
enized and systematically filtered to remove Ara-
bic stopwords. The stopwords list was extended to

cover dialect-specific terms relevant to this study,
including those from Saudi Arabic and Darija.

Figure 1: Top 10 Positive Words by Frequency in the
Arabic Sentiment Lexicon

Additional non-informative tokens were also re-
moved during this process. Given that the dataset
primarily consists of hotel reviews, words such
as ”hotel”, ”room”, and ”restaurant” appeared fre-
quently. However, since these terms are context-
specific and do not contribute meaningfully to senti-
ment expression, they were excluded from the final
lexicon. The resulting tokens were evaluated based
on their frequency within sentiment classes. To en-
sure statistical significance, tokens with fewer than
10 occurrences were excluded. For each retained to-
ken, sentiment scores were calculated based on its
relative frequency of occurrence across sentiment-
labeled categories in the training dataset. For each
word that meets a predefined minimum frequency
threshold, we calculate the proportion of times it ap-
pears in positive, neutral, and negative samples. We
experimented with thresholds of 5, 10, and 15, and
found that 10 yielded the best performance. These
raw proportions are then normalized so that their

Figure 2: Top 10 Negative Words by Frequency in the
Arabic Sentiment Lexicon
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Figure 3: Top 10 Neutral Words by Frequency in the
Arabic Sentiment Lexicon

sum equals one, ensuring a probabilistic interpreta-
tion of the sentiment distribution. For example, if a
word occurs in 18 positive reviews and once each
in neutral and negative reviews. This results in raw
scores of 0.9 for the positive category (i.e. positive
score = 18 / 20 = 0.9) and 0.05 for both neutral and
negative (i.e. negative score = 1 / 20 = 0.05), classi-
fying this word as positive in the lexicon since the
positive score is the highest.
The finalized lexicon was exported to a CSV file
for use in sentiment classification. Each entry in
the lexicon includes a token annotated with its cor-
responding positive, negative, and neutral scores.
Visual analyses confirmed the lexicon’s coverage
and highlighted the most sentiment-representative
terms, demonstrating its practical utility. Figures 1,
2, and 3 present the top 20 Arabic words most
strongly associated with the positive, negative,
and neutral sentiment classes, respectively. These
words are selected based on their normalized sen-
timent scores and frequency in the labeled train-
ing dataset. Words are ranked by their sentiment
scores. The actual number of occurrences (e.g.,
24×) is shown next to each bar. This visualiza-
tion highlights the most frequent and sentiment-
representative terms in each context. This lexicon
substantially enhances Arabic sentiment analysis
and was successfully integrated into our proposed
classifier.

4.3 Lexicon-Based Features Extraction

A comprehensive set of lexical features is extracted
from the normalized text, including: positive and
negative word counts and ratios, cumulative senti-
ment scores across the text, statistical measures of
sentiment distribution, and presence of sentiment-
specific markers identified through linguistic anal-

ysis. A sentiment score is then computed for each
text instance based on the extracted lexical features.
This score serves as both a standalone indicator
of sentiment and as an additional feature for the
hybrid model, providing interpretable insights into
the sentiment orientation of the text.

4.4 Hybrid Model Development
To leverage both contextual embeddings and ex-
plicit lexical information, we developed a hy-
brid neural architecture combining the pre-trained
transformer-based language model AraBERT with
lexicon-derived features. It consists of a fully-
connected layer that transforms the raw lexical
features into a dense, lower-dimensional represen-
tation that captures the essential sentiment informa-
tion contained within these features. The contex-
tual embeddings from AraBERT and the processed
lexicon features are combined through a concatena-
tion operation, creating a unified representation that
leverages both the deep semantic understanding of
the transformer model and the explicit sentiment
knowledge encoded in the lexicon. The combined
features are fed into a classification head consist-
ing of multiple fully-connected layers with non-
linear activations and dropout regularization. This
component makes the final sentiment classification
decision based on the rich, multifaceted represen-
tation created through the fusion of contextual and
lexical features.

4.5 Results
When evaluated on the test set, our proposed hy-
brid model achieved an F1-score of 0.74, repre-
senting a substantial improvement over the base-
line AraBERT-only model, which attained an F1-
score of 0.56 (Alharbi et al., 2025b). In addition,
the hybrid model showed improved performance
in handling sentimentally ambiguous and dialec-
tally diverse hotel reviews. By combining contex-
tual embeddings with lexicon-derived sentiment
scores, the model was able to better interpret in-
puts where polarity cues were subtle or conflicting.
Unlike approaches that treat lexical information ex-
ternally, our method integrates sentiment features
directly into the model architecture. Each word’s
score—calculated from its normalized frequency
across sentiment classes—was encoded as a dense
feature and fused with AraBERT embeddings. This
integration allowed the model to leverage both deep
semantic representations and explicit sentiment sig-
nals. The lexicon was constructed from the training
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Figure 4: Training and validation performance over 10
epochs for our hybrid model

data, filtered by a minimum frequency threshold,
and tailored to Saudi Arabic and Darija, ensuring
domain and dialectal relevance. Combined with our
data augmentation strategies, this hybrid architec-
ture contributed to greater robustness and improved
generalization across dialects. As shown in Figure
4, the top plot shows the training and validation loss
curves. The bottom plot on the figure illustrates
the upward trend of validation F1-score and accu-
racy over successive epochs, reflecting improved
generalization capabilities of the hybrid model.

5 Conclusion

This paper presents our methodology for Arabic
sentiment classification in the context of the multi-
dialect hotel review shared task. To address the
linguistic complexity and variability of Arabic
dialects, we applied comprehensive text normal-
ization using the AraBERT Preprocessor, ensur-
ing consistent representation across dialectal varia-
tions. To enhance the training data, we employed
two complementary augmentation strategies: (1)
a custom probabilistic augmenter that introduced
lexical variation through random deletion, token
swapping, and controlled noise injection, and (2)
a paraphrasing-based approach using the AraT5
model to generate semantically diverse sentence
variants. Additionally, we constructed a domain-
specific sentiment lexicon that incorporates dialec-
tal vocabulary relevant to the hospitality domain,
which was integrated into our hybrid model archi-
tecture. The foundation of the hybrid model is
built upon AraBERT, which provides deep contex-
tual representations of the input text. In parallel,
a dedicated neural network pathway processes the
lexicon-derived features through a fully connected
layer. The outputs from both pathways are concate-

nated to form a unified representation, capturing
both semantic context and explicit sentiment sig-
nals. Our combined approach achieved an F1-score
of 74%.
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Dhaou Ghoul, Jérémy Patrix, Gaël Lejeune, and Jérôme
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Abstract  

        In this paper, we describe our contribution to 

the Ahasis shared task on sentiment analysis 

of Arabic dialects in the hospitality domain. 

As part of this task, we evaluated two well-

established learning strategies using a Large 

Language Model (LLM) and Transformer-

based model variants. Specifically, we applied 

few-shot prompting with GPT-4o and 

conducted fine-tuning experiments on two 

models: the original MARBERT model using 

the official Ahasis dataset, and SODA-BERT, 

a MARBERT variant previously fine-tuned on 

an Omani sentiment dataset. Our results 

showed that few-shot prompting with GPT-4o 

achieved an F1 score of 69%. However, both 

MARBERT and SODA-BERT outperformed 

GPT-4o when fine-tuned on relevant data. In 

the official ranking, our system based on fine-

tuned MARBERT achieved 8th place among 

the participating teams. 

1 Introduction  

Sentiment analysis—also known as opinion 

mining—is the automatic processing of text to 

identify and categorize the author’s attitude or 

emotional tone (positive, negative, neutral), 

enabling large-scale insights into public opinion 

(Pang & Lee, 2008). 

Arabic sentiment analysis is especially 

challenging due to its rich morphology, pervasive 

diglossia (Modern Standard Arabic vs. dialects), 

orthographic variation, and the scarcity of 

resources for many dialects, most notably Saudi 

and Moroccan Darija, which remain under-

represented in existing corpora (Habash, 2010).  

 

While a growing number of models target 

Egyptian or Levantine sentiment, far fewer have 

been trained or evaluated on Saudi or Darija data. 

This imbalance leaves a critical gap: the absence 

of large, high-quality annotated datasets for these 

under-represented dialects limits model 

generalization and performance (Zahran & 

Elglaly, 2024) 

In this context, we present the Lab17 system, 

developed as a baseline submission to the Ahasis 

(Ahasis Shared Task, 2025) shared task on 

sentiment analysis in the hospitality domain. We 

aim to evaluate the effectiveness of established 

modeling techniques in low-resource dialectal 

settings, rather than proposing novel algorithms. 

Our methodology explores three complementary 

strategies: few-shot prompting using GPT-4o, 

evaluation of SODA-MARBERT (a MARBERT-

derived model fine-tuned on an Omani-dialect 

sentiment dataset), and direct fine-tuning of the 

MARBERT model on the official Ahasis training 

set. 

Our experiments showed that, few-shot 

prompting with GPT-4o achieved an F1 score of 

69%, SODA-MABERT reached 71%, and fine-
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tuning MARBERT on the shared-task data 

yielded the best result with an F1 score of 75%. 

Following the shared task’s official evaluation, 

Lab17 placed 8ᵗʰ overall, confirming the value of 

dialect-aware preprocessing and domain-specific 

fine-tuning for sentiment analysis in under-

represented Arabic dialects. 

2 Arabic Sentiment Analysis 

Approaches  

Arabic Sentiment analysis has significantly 

evolved through four main paradigms: (1) 

traditional machine-learning classifiers, (2) 

pretrained embedding–based deep models, (3) 

transformer-based architectures, and (4) generative 

language models. Here, we briefly review each 

category, highlighting recent benchmark results. 

 

2.1 Traditional Machine-Learning Classifiers 

 

Support-Vector Machines (SVMs) and Random 

Forests remain robust baselines for dialectal and 

MSA sentiment tasks. Abdelwahab et al. (2022) 

applied an SVM with TF-IDF features to 

classify Egyptian-dialect tweets, achieving an 

F₁-score of 85.6 % (Abdelwahab et al., 2022). 

Likewise, Alsayat and El-Sayed (2022) 

demonstrated that a Random Forest classifier 

attained an F₁-score of 84.2 % on Saudi-dialect 

Twitter data (Alsayat & El-Sayed, 2022). 

 

2.2 Pretrained Embedding Models 

 

Distributed embeddings automate feature 

extraction and boost downstream classifiers. Al-

Twairesh et al. (2023) utilized Word2Vec 

embeddings customized for Jordanian-dialect 

tweets, significantly improving sentiment-

classification accuracy over handcrafted 

features (Al-Twairesh et al., 2023). Similarly, 

Alsarhan and Bouamor (2023) showed that 

Sentence2Vec embeddings raised the F₁-score 

for Gulf-dialect sentiment analysis by several 

points compared to standard Word2Vec 

(Alsarhan & Bouamor, 2023). 

 

2.3 Transformer-Based Architectures 

 

Self-attention models have set new state-of-the-

art results. AraBERT, introduced by Antoun et 

al. (2020), fine tuning is the process of re-

training a pre-trained model on new data, when 

fine-tuned on mixed MSA and dialectal tweets, 

consistently exceeds 90 % F₁ across multiple 

benchmarks (Antoun et al., 2020). Building on 

this, MARBERT was designed for dialectal 

Arabic; Abdel-Salam and Mubarak (2023) 

report that MARBERT achieves a 92.1 % F₁-

score on diverse dialectal sentiment datasets 

(Abdel-Salam & Mubarak, 2023).  

 

2.4 Generative Language Models 

 

GPT‐style models excel at zero- and few-shot 

sentiment tasks without extensive retraining , 

zero-shot learning refers to a model’s ability to 

perform tasks without any prior examples 

during training, while few-shot learning enables 

the model to generalize from only a small 

number of examples. Mubarak et al. (2023) 

introduced AraGPT and demonstrated robust 

zero-shot sentiment classification on Gulf-

dialect tweets, achieving an F₁ of 88.4 % 

(Mubarak et al., 2023). In follow-up work, Al-

Khamissi et al. (2023) evaluated AraGPT2 on 

Emirati Instagram comments and confirmed its 

strong performance, reporting an 84.1 % F₁-

score (Al-Khamissi et al., 2023). 

3 Lab17 Shared Task Baseline: 

     As part of our shared task submission, we 

implemented and compared three standard 

strategies for classifying the sentiment of tweets 

written in Saudi and Darija dialects. The objective 

was to evaluate the relative performance of these 

methods under the constraints of limited labeled 

data, rather than to introduce new modeling 

innovations. The experiments included the use of a 

large language model (GPT-4o) in a few-shot 

prompting setup and the fine-tuning of BERT-

based models (MARBERT and SODA-BERT). 

 

Few-Shot Prompting with GPT-4o: 

 

The first approach utilized GPT-4o in a few-shot 

setting. Figure 1 shows a manually crafted prompt 

was designed for the sentiment classification task, 

where each sentiment class in each dialect was 

represented by two example tweets. This prompt 

was then used to classify a subset of test samples. 

While initial manual evaluation on selected 

examples indicated reasonable performance, the 

official test set evaluation produced an F1-score of 
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0.69, suggesting moderate effectiveness of this 

few-shot strategy without further domain 

adaptation. 

 

  

 

 

 

 

 

 

 

 

Evaluation of SODA-BERT (Omani Fine-

Tuned MARBERT):  

 

The second approach involved evaluating 

SODA-BERT 1 , a custom model based on 

MARBERT that had been previously fine-tuned on 

sentiment data from the Omani dialect, it was 

directly applied to the Saudi and Darija tweets from 

the Ahasis test set without any further adaptation or 

fine-tuning. Surprisingly, SODA-BERT achieved 

an F1-score of 0.71, demonstrating notable cross-

                                                           
1 SODA-BERT https://huggingface.co/mktr/SODA-BERT 

dialect generalization and robustness. This result 

highlights the model’s capacity to capture 

sentiment-relevant linguistic patterns that extend 

beyond the boundaries of a single dialect, despite 

the inherent phonological, lexical, and syntactic 

differences between Omani, Saudi, and Darija 

Arabic. 

 

 

 

 

 

 

Fine-Tuning MARBERT on Ahasis Training 

Set: 

 

The final and most effective approach involved 

directly fine-tuning the original MARBERT model 

on the labeled training set provided for the task.  

 

During preprocessing, a dialect identifier token 

was added at the beginning of each tweet (e.g., 

[DIALECT] text) to help the model distinguish 

between dialectal variations. The model was fine-

 

Figure 1: Prompt Structure used for Few-shot Experiment 

37



 
 

tuned using the Hugging Face Transformers library 

with the following setup: a learning rate of 5e-5, 

cosine scheduler with warmup (1000 warmup 

steps), and AdamW optimizer configured with 

β₁=0.9 and β₂=0.98. Training was conducted for 8 

epochs with a batch size of 16, gradient 

accumulation steps of 2, and label smoothing 

factor of 0.05 to enhance generalization. A macro 

F1-score was used as the primary evaluation 

metric, with early stopping based on validation 

performance. The maximum sequence length was 

set to 128 tokens. To improve training stability and 

efficiency, mixed precision (fp16) and gradient 

checkpointing were enabled, and a random seed of 

42 was fixed for reproducibility. This fine-tuning 

procedure achieved the highest F1-score of 0.75 on 

the test set, confirming the value of domain-

specific adaptation, especially in settings with 

multiple dialects and limited annotated data.  

 

The comparative evaluation of these approaches 

highlights that while large LLMs like GPT-4o 

show promise in few-shot scenarios, transformer-

based models fine-tuned on task-relevant data 

remain more effective for dialectal sentiment 

classification. Additionally, the cross-dialect 

performance of SODA-BERT offers valuable 

insights into the transferability of sentiment 

knowledge across closely related Arabic dialects. 

4 Results and Discussion  

This section presents and discusses the results of 

the sentiment classification system developed for 

the Ahasis shared task. The goal was to classify 

tweets written in Saudi and Darija dialects into 

positive, negative, or neutral categories. To address 

this task, a MARBERT model was fine-tuned on 

the official Ahasis training dataset and used to 

perform sentiment prediction on the provided test 

set. MARBERT, originally pre-trained on a large 

corpus of Arabic dialectal data, was selected for its 

strong performance on similar Arabic language 

tasks. 

 

The official test set provided by the organizers 

contained 216 tweets, equally distributed between 

the two dialects. Table 1 summarizes the sentiment 

distribution within the test set: 

 
Tabel 1: Sentiment Distribution in the Ahasis Shared 

Task Test Dataset 

 

Dialect Positive Negative  Neutral 

Darija 47 39 22 

Saudi 42 37 29 

 

And within the train set: 

 
Tabel 2: Sentiment Distribution in the Ahasis Shared 

Task Train Dataset 

 

Dialect Positive Negative  Neutral 

Darija 154 168 108 

Saudi 154 168 108 

 

To address this task, the MARBERT model was 

fine-tuned on the provided training dataset. A 

preprocessing step was incorporated where a 

dialect-specific token was added at the beginning 

of each tweet to guide the model in differentiating 

between dialects. The experiments were conducted 

using the Hugging Face Transformers library, with 

hyperparameters adjusted through manual tuning 

based on validation performance. 

 

During the training and validation phases, 

several experiments were carried out to optimize 

the model’s performance. These experiments 

included varying learning rates, batch sizes, and 

epoch counts. The model demonstrated stable and 

consistent performance across different 

configurations, achieving its highest F1-score on 

the validation set with a learning rate of 2e-5, a 

batch size of 16, and 5 training epochs. 

 

The final fine-tuned MARBERT model was 

then evaluated on the official Ahasis test set. It 

achieved an F1-score of 0.75, along with precision, 

recall, and accuracy values also equal to 0.75, 

indicating stable and consistent performance 

across key metrics. These results show a 

substantial improvement over the baseline system 

reported by Alharbi et al. (2025), which achieved 

an F1-score of 0.56 on the same task. Table 3 

summarizes the final evaluation metrics. 

 
Table 3. Performance Metrics of the Fine-Tuned 

MARBERT Model. 

 

Metric Value 

F1-score 0.75 

Accuracy 0.75 

Precision 0.75 

Recall 0.75 
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Balanced Accuracy 0.746 

 

For context, Table 4 lists the top three performing 

teams in the Ahasis shared task based on their F1 

scores. 

 
Table 4. Top 3 Team Rankings in the Ahasis Shared 

Task 

 

Rank Team Score - F1 

1 Hend 0.81 

2 ISHFMG_TUN 0.79 

3 LBY 0.79 

 

5. Conclusion 

 

Following the conclusion of the Ahasis shared 

task, our proposed system secured 8th place among 

all participating teams. This result highlights the 

model’s robustness and its ability to handle the 

complexities of under-resourced dialects such as 

Saudi and Darija. The system’s strong performance 

can be attributed to the effective application of 

task-specific fine-tuning and the inclusion of 

dialect-aware preprocessing, which helped the 

model differentiate linguistic patterns Among 

dialects. These findings reaffirm that carefully 

adapted transformer-based models remain a 

dependable baseline for Arabic dialect sentiment 

analysis, especially in low-resource scenarios. 

While our approach did not introduce novel 

modeling techniques, it offers practical insights 

into the capabilities and limitations of standard 

methods when applied thoughtfully to challenging 

dialectal data. 
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Abstract
This paper presents our approach to Arabic sen-
timent analysis with a specific focus on dialect-
awareness for Saudi and Moroccan (Darija)
dialectal variants. We develop a system that
achieves a macro F1 score of 77% on the
test set, demonstrating effective generalization
across these dialect variations. Our approach
leverages a pre-trained Arabic language model
(Qarib) with custom dialect-specific embed-
dings and preprocessing techniques tailored to
each dialect. The results demonstrate a signifi-
cant improvement over baseline models that do
not incorporate dialect information, with an ab-
solute gain of 5% in F1 score compared to the
equivalent non-dialect-aware model. Our anal-
ysis further reveals distinct sentiment expres-
sion patterns between Saudi and Darija dialects,
highlighting the importance of dialect-aware
approaches for Arabic sentiment analysis.

1 Introduction

Sentiment analysis for Arabic text presents unique
challenges due to the significant variations between
Modern Standard Arabic (MSA) and regional di-
alects. These dialects differ in vocabulary, gram-
mar, and expressions of sentiment, making cross-
dialect sentiment analysis particularly challenging.
This challenge is further compounded by the in-
formal nature of social media text, where dialectal
variations are prominent.

Our work focuses on developing a robust senti-
ment analysis system for Arabic social media re-
views for hospitality that effectively handles dialec-
tal variations, particularly between Saudi and Mo-
roccan (Darija) dialects. We explore how dialect-
aware modeling can improve sentiment classifica-
tion accuracy and develop dialect-specific prepro-
cessing techniques to normalize text while preserv-
ing sentiment information.

The variation in Arabic dialect poses significant
challenges for NLP tasks due to the following:

• Lexical differences between dialects (different
words for the same concept)

• Grammatical variations that affect sentence
structure

• Cultural context and idiomatic expressions
specific to each dialect

• Lack of standardized orthography for dialectal
Arabic

Our approach addresses these challenges by com-
bining dialect-specific preprocessing with a neural
architecture that explicitly leverages dialect infor-
mation during classification.

2 Related work

Recent advances in Arabic natural language pro-
cessing have seen the development of several
dialect-aware pre-trained language models. Mod-
els such as AraBERT (Antoun et al., 2020), MAR-
BERT (Abdul-Mageed et al., 2021), CamelBERT
(Inoue et al., 2021), and QARIB (Abdelali et al.,
2021) have shown promising results for various
Arabic NLP tasks. However, their effectiveness
for dialect-specific sentiment analysis varies signif-
icantly.

Previous work on Arabic sentiment analysis has
focused primarily on MSA or single-dialect ap-
proaches. (Al-Twairesh et al., 2017) explored sen-
timent analysis for the Saudi dialect, while (Oues-
lati et al., 2020) focused on the Tunisian dialect.
Multi-dialect approaches, such as those presented
in (Abdul-Mageed et al., 2012), have demonstrated
that incorporating dialect information can improve
performance; however, the optimal approach for
dialect-aware sentiment analysis remains an open
question.

Recent research has made significant strides in
dialect-specific Arabic sentiment analysis through
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novel datasets and advanced modeling tech-
niques. (Hussein and Lakizadeh, 2024) introduced
IRAQIDSAD, a benchmark dataset comprising
14,141 annotated comments in the Iraqi dialect,
which addresses key challenges in dialectal Arabic
syntax, morphology, and grammar. Their work in-
cludes a systematic review of the literature and cor-
pus development methodology, providing a foun-
dation for future research in Arabic sentiment anal-
ysis.

In a complementary effort, (BOUZIANE et al.,
2024) demonstrated the effectiveness of Bi-LSTM
networks for sentiment analysis on Algerian Arabic
social media content, achieving state-of-the-art per-
formance (94% accuracy). Their findings highlight
the practical applications of such models in moni-
toring online discourse, guiding business strategies,
and informing policy decisions.

Further advancing this domain, (Cherrat et al.,
2024) explored the use of AraBERT and other deep
learning approaches for sentiment analysis in the
Moroccan dialect. Their results underscore the
potential of transformer-based models to improve
accuracy and generate nuanced insights into the
opinions and emotions of Arabic-speaking popula-
tions.

Most prior work has treated Arabic dialects as
separate languages, leading to the development of
isolated models for each dialect. However, recent
shared tasks such as AHaSIS have highlighted the
importance of evaluating sentiment analysis in a
variety of Arabic dialects using unified benchmarks
and baselines (Alharbi et al., 2025a); (Alharbi et al.,
2025b). In contrast to approaches that train sepa-
rate models per dialect, our work proposes a uni-
fied model that processes multiple dialects simulta-
neously by explicitly incorporating dialectal iden-
tity as an input feature. This design enables the
model to capture both shared patterns and dialect-
specific nuances, improving generalization and per-
formance in the analysis of the sentiment of Arabic
dialects.

3 Dataset and Task Description

3.1 Dataset

The dataset consists of Arabic social media text
predominantly from two dialects: Saudi and Mo-
roccan (Darija). As shown in Fig. 2, the training set
contains 860 samples, perfectly balanced between
the two dialects (430 samples each). Each sample
is annotated with one of three sentiment classes:

positive, negative, or neutral.
The sentiment distribution in the training data, as

illustrated in Fig. 1, shows: negative (336 samples),
positive (308 samples) and neutral (216 samples),
revealing a slight class imbalance that we address
in our approach.

The test set contains 216 samples, also equally
balanced between the two dialects (108 samples
each). This balanced distribution allows an effec-
tive evaluation of the performance of the model in
both dialects.

Figure 1: Distribution of sentiment classes in the train-
ing set

Figure 2: Distribution of dialects in training and test
sets

3.2 Task Description
The task involves classifying the sentiment of Ara-
bic text as positive, negative, or neutral, while effec-
tively handling dialectal variations. Success is mea-
sured primarily by macro F1 score, with balanced
accuracy as a secondary metric. Both metrics are
important due to the class imbalance and the need
to perform well across all sentiment categories.

4 Methodology

4.1 Model Architecture
Our model architecture is based on the pre-trained
Qarib 1 model with significant customizations for

1https://huggingface.co/ahmedabdelali/bert-base-qarib

41



dialect-aware sentiment analysis. Fig. 3 provides a
detailed illustration of our proposed architecture.

Figure 3: Dialect-Aware Sentiment Analysis Model
Architecture

Key components of our architecture include:

a) Dialect-Aware Embeddings: We incorporate
dialect information through specialized em-
beddings (64-dimensional) that are concate-
nated with the BERT base model output repre-
sentation (768-dimensional) to create a com-
bined 832-dimensional representation.

b) Enhanced Classifier: The classifier includes
two feed-forward layers with GELU (Gaus-
sian Error Linear Unit) activation function,
layer normalization, and residual connections.
This design helps the model better capture the
complex relationship between dialect-specific
features and sentiment expressions.
Mathematically, the GELU activation function
is defined as:

GELU(x) = x · Φ(x) (1)

where Φ(x) is the cumulative distribution
function (CDF) of the standard normal dis-
tribution.

An efficient approximation, commonly used
in practice, is given by:

GELU(x) ≈ 0.5x
(
1 + tanh

[√
2
π

(
x+ 0.044715x3

)]) (2)

This approximation provides a smooth, non-
linear transformation that retains the stochas-
tic regularization properties of GELU while
being computationally more efficient.

c) Dialect-Specific Preprocessing: We imple-
ment custom preprocessing for Saudi and Dar-
ija dialects, normalizing dialectal variations
while preserving sentiment indicators.

4.2 Preprocessing

We developed dialect-specific preprocessing tech-
niques to normalize the text while preserving
dialect-specific sentiment markers:

a) General Arabic Normalization:

• Removing diacritics (tashkeel)

• Normalizing various forms of alef ( @
�
@


@ @


→ @)
• Normalizing hamzas ( 
ø 
ð → Z)
• Normalizing yaa and taa marbuta (ø →
ø
 , �è → è)

• Removing tatweel/kashida (�)

b) Dialect-Specific Normalization:

• For Saudi dialect, we normalize common
expressions like ” èQÓ” → ” �èQÓ” (”very”

or ”really”), ” 	àAÒ»” → ” A 	��



@” (”also” or

”too”), etc.
• For Darija, we normalize expressions

like ”
	¬@ 	QK.” → ”Q�
�J»” (”a lot” or ”very

much”), ”ú
æ
��AÓ” → ”��
Ë” (”not” or

”no”), etc.

This preprocessing strategy helps standardize
the input while retaining crucial dialect-specific
sentiment indicators, creating a more consistent
representation for the model.
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4.3 Training Methodology

Our training approach incorporates several tech-
niques to address the challenges of dialectal senti-
ment analysis:

a) Focal Loss: We use focal loss with
gamma=2.0 to address class imbalance and
focus on hard examples.

b) Class Weighting: We apply balanced class
weights to address the imbalance between
sentiment classes, particularly the underrepre-
sented neutral class.

c) Learning Rate Schedule: We employ a lin-
ear warmup followed by linear decay, with a
maximum learning rate of 2e-6.

d) Gradient Accumulation: We use 4 gradi-
ent accumulation steps to achieve an effective
batch size of 64 while maintaining memory
efficiency.

e) Discriminative Fine-tuning: We apply dif-
ferent learning rates across model layers, with
lower rates for embeddings and early layers,
and higher rates for task-specific layers.

4.4 Hyperparameters

Our final model uses the following hyperparame-
ters:

• Model: ahmedabdelali/bert-base-qarib

• Maximum Sequence Length: 128

• Batch Size: 16 (Effective Batch Size: 64 with
gradient accumulation)

• Learning Rate: 2e-6

• Epochs: 10

• Early Stopping Patience: 3

• Focal Loss Gamma: 2.0

• Dialect Embedding Size: 64

• Scheduler: Linear with Warmup (15%)

• Dropout Rate: 0.2

5 Experimental Results

5.1 Overall Performance
Our best model achieved the following results on
the test set:

• Macro F1 Score: 0.770

• Balanced Accuracy: 0.775

• Precision: 0.771

• Recall: 0.769

As shown in Fig. 4, our dialect-aware approach
significantly outperforms baseline models and non-
dialect-aware variants:

Figure 4: Performance comparison with other models

The results demonstrate that our dialect-aware
approach achieves a 5% absolute improvement in
F1 score compared to the same model without di-
alect features (0.77 vs. 0.72), and even larger im-
provements over general Arabic language models
MARBERT (0.70) and ARBERT (0.67).

5.2 Performance by Dialect
The model showed different patterns across di-
alects:

Table 1: Performance Metrics by Dialect

Dialect F1 Score Accuracy Precision Recall
Saudi 0.787 0.787 0.792 0.787
Darija 0.752 0.752 0.750 0.752

These results indicate that the model performs
better on Saudi dialect than on Darija, though the
performance is strong for both dialects. This dif-
ference may be attributed to the inherent complex-
ity of Darija, which incorporates influences from
Berber, French, and Spanish.
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5.3 Performance by Sentiment Class

Table 2: Performance Metrics by Sentiment Class

Sentiment Precision Recall F1 Score
Positive 0.810 0.765 0.787
Negative 0.825 0.743 0.782
Neutral 0.678 0.800 0.734

These results show that the model performs best
on positive and negative sentiment detection, while
neutral sentiment is more challenging. The neutral
class has the lowest precision but highest recall,
indicating some tendency to classify ambiguous
cases as neutral.

6 Discussion and Analysis

6.1 Dialect-Specific Patterns

Our analysis revealed distinct sentiment expression
patterns between Saudi and Darija dialects:

a) Saudi Dialect:

• More direct expressions of sentiment
• Higher proportion of positive sentiment
• Lower use of neutral expressions
• Cultural references specific to Gulf re-

gions

b) Darija Dialect:

• More circumspect sentiment expressions
• Higher proportion of neutral statements
• Context-dependent interpretation more

common
• Borrowings from French and Berber that

affect sentiment expression

These patterns highlight the importance of
dialect-specific approaches to sentiment analysis in
Arabic. For example, certain expressions in Saudi
dialect are inherently positive or negative, while
similar constructions in Darija might be more neu-
tral or ambiguous without additional context.

6.2 Error Analysis

Analysis of misclassifications revealed several pat-
terns, including the need for manual verification of
annotations, as some sentences labeled as neutral
contained implicit positive or negative sentiment.
Other key challenges included:

a) Sarcasm and Irony: The model struggled
with sarcastic expressions, particularly in Dar-
ija dialect where sarcasm is often marked
by subtle contextual cues rather than explicit
markers.

b) Context-Dependent Sentiment: Cases
where sentiment depended on broader cultural
or situational context were challenging, as the
model lacked access to this external informa-
tion.

c) Dialect Misidentification: Some errors
stemmed from incorrect dialect identification,
particularly for less distinctive dialect mark-
ers.

These findings suggest that improving annota-
tion quality—especially for implicitly subjective
text—along with better handling of sarcasm, con-
text, and multilingualism, could further enhance
model performance.

6.3 Impact of Dialect-Aware Features
The dialect-specific embeddings proved crucial for
performance, improving F1 score by 5% absolute.
This confirms our hypothesis that dialect informa-
tion is essential for accurate sentiment analysis in
dialectal Arabic.

The improvement was particularly pronounced
for the neutral class, where dialect awareness
helped distinguish between genuinely neutral state-
ments and culturally-specific expressions that
might appear neutral without dialect context.

7 Conclusion and Future Work

This paper presented a dialect-aware sentiment
analysis approach for Arabic social media text that
performs well across Saudi and Darija dialects. Our
model effectively incorporates dialect information
through specialized embeddings and preprocessing,
demonstrating the importance of dialect awareness
for Arabic sentiment analysis.

Key findings include the significant improve-
ment in sentiment classification when using dialect-
specific features, with our model achieving 77%
F1 score compared to 72% without dialect features.
Additionally, we observed that different dialects
exhibit distinct patterns in sentiment expression,
highlighting the need for tailored approaches. Fur-
thermore, we showed that class imbalance can be
effectively addressed through focal loss and class
weighting techniques.
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For future work, several directions could be ex-
plored. First, expanding the model to additional
Arabic dialects would enhance its generalizability.
Second, incorporating external knowledge sources
could help capture culturally specific expressions
more accurately. Third, exploring multi-task learn-
ing with explicit dialect identification might further
improve performance. Finally, addressing code-
switching through multilingual approaches could
make the model more robust in real-world scenar-
ios where users mix languages and dialects.
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Abstract 

Sentiment analysis of Arabic dialects 

presents significant challenges due to 

linguistic diversity and the scarcity of 

annotated data. This paper describes our 

approach to the AHaSIS shared task, which 

focuses on sentiment analysis on Arabic 

dialects in the hospitality domain. The 

dataset comprises hotel reviews written in 

Moroccan and Saudi dialects, and the 

objective is to classify the reviewers’ 

sentiment as positive, negative, or neutral. 

We employed the SetFit (Sentence 

Transformer Fine-tuning) framework, a 

data-efficient few-shot learning technique. 

On the official evaluation set, our system 

achieved an F1 of 73%, ranking 12th 

among 26 participants. This work 

highlights the potential of few-shot 

learning to address data scarcity in 

processing nuanced dialectal Arabic text 

within specialized domains like hotel 

reviews. 

1 Introduction 

Sentiment Analysis (SA), a key area within Natural 

Language Processing (NLP), focuses on 

identifying and extracting subjective information, 

such as opinions, emotions, and attitudes, from 

textual data. The proliferation of user-generated 

content on social media, review platforms, and 

forums has underscored the importance of robust 

sentiment analysis systems across various 

domains. One such domain is the hospitality 

industry, where customer reviews significantly 

influence consumer decisions and provide valuable 

feedback for service improvement. However, 

performing sentiment analysis on Arabic text, 

particularly regional dialects, presents unique and 

substantial challenges.  

Arabic is a morphologically rich language 

characterized by a complex linguistic landscape. It 

encompasses Modern Standard Arabic (MSA), 

used in formal communication and written media, 

and a diverse array of regional dialects spoken in 

daily interactions. These dialects often differ 

significantly from MSA and from each other in 

terms of syntax, lexicon, phonology, and 

semantics. This linguistic diversity poses a 

considerable hurdle for NLP tasks, as models 

trained on MSA or one specific dialect may not 

generalize well to others. In the context of 

sentiment analysis, this variability is further 

compounded because emotional expressions, 

idiomatic phrases, and cultural nuances can vary 

widely across different Arabic-speaking regions, 

making consistent sentiment detection a difficult 

endeavor. 

The AHaSIS (Arabic Hotel Reviews Analysis 

for Sentiment Identification in Dialects) shared 

task (Alharbi, Chafik, et al., 2025) aims to address 

these challenges by focusing on advancing 

sentiment analysis techniques specifically for 

Arabic dialects within the hotel review domain. 

The primary objective of this task is to classify the 

overall sentiment expressed in hotel reviews, 

written in various Arabic dialects, into three 

categories: positive, neutral, or negative. This task 

encourages participants to develop models capable 

of handling the intricacies of dialectal Arabic and 

accurately discerning sentiment despite the 

linguistic variations. 

This dataset aims to serve as a multidialectal 

benchmark for sentiment analysis in the hospitality 

sector, helping to address the shortage of sentiment 

analysis resources in dialectal Arabic. While 

previous efforts have contributed valuable 

MAPROC at AHaSIS Shared Task: Few-Shot and Sentence Transformer for  

Sentiment Analysis of Arabic Hotel Reviews 
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benchmarks for SA Arabic benchmarks; such as  

LABR (Aly & Atiya, 2013) for book reviews, 

ASTD  (Nabil et al., 2015) for Arabic tweets SA, 

ArSentD-LEV (Baly et al., 2019) for the Levantine 

dialect on Twitter and  Arsen-20 (Fang & Xu, 

2024) that focuses on the theme of COVID-19; we 

still face a pressing need for more diverse and 

domain-specific datasets. 

This paper describes our approach to the AHaSIS 

shared task. We present a solution that leverages 

the Huggingface SetFit 1  (Sentence Transformer 

Fine-tuning) framework, an efficient method for 

few-shot learning without requiring extensive 

prompt engineering and faster to train and run 

inference with, compared to other few-shot 

learning methods. 

The core contribution of our work lies in 

demonstrating the effectiveness of SetFit for 

rapidly developing a competitive sentiment 

analysis model for low-resource dialectal Arabic, 

achieving promising results with limited training 

data.  

We detail our data preprocessing steps, model 

configuration, training strategy, and the 

experimental results obtained on the shared task's 

dataset in the following sections. 

2 Related Work 

Sentiment analysis in Arabic has been an active 

area of research, driven by the increasing volume 

of Arabic content online and the need for tools to 

understand public opinion and customer feedback. 

Early approaches often relied on lexicon-based 

methods, which utilize dictionaries of words 

tagged with sentiment polarities such as ArsenL 

(Arabic Sentiment Lexicon) (Badaro et al., 2014) 

and Arabic Senti-Lexicon (Al-Moslmi et al., 

2018). While straightforward, these methods 

struggle with the nuances of language, context 

dependent sentiment, and the morphological 

richness of Arabic (Mulki et al., 2017). Machine 

learning techniques, including traditional methods 

like Support Vector Machines (SVM) (Duwairi et 

al., 2015), Naive Bayes (Al-Horaibi & Khan, 

2016), and Logistic Regression (Alshammari & 

AlMansour, 2020)have been widely applied to 

Arabic sentiment analysis. These approaches 

typically require significant feature engineering, 

such as n-grams, TF-IDF (Al-Osaimi & 

Badruddin, 2014; Salameh et al., 2015) and word 

 
1 https://huggingface.co/docs/setfit/en/index 

embeddings. The development of Arabic-specific 

word embeddings, like AraVec (Soliman et al., 

2017), has improved the performance of these 

models by capturing semantic relationships 

between words (Ashi et al., 2019). After the 

introduction of deep learning models, such as CNN 

and those based on RNNs like LSTMs and GRUs 

have advanced the SA performance (Al-Sallab et 

al., 2017; Al-Smadi et al., 2017; Dahou et al., 2016) 

More recently, Transformer-based architectures 

such as AraBERT (Antoun et al., 2020), 

CAMeLBERT (Inoue et al., 2021), and 

ARBERT/MARBERT (Abdul-Mageed et al., 

2021), which are specifically trained on large 

Arabic and dialectal corpora, have achieved state-

of-the-art results in various NLP tasks, including 

SA. Pre-training language models for Arabic and 

fine-tuning it for SA, significantly improves the 

performance (Eljundi et al., 2019). These models 

can learn contextual representations of text, 

reducing the need for manual feature engineering.  

Despite these advancements, SA for Arabic 

dialects remains a significant challenge (Shi & 

Agrawal, 2025). Most existing resources and 

models are primarily focused on Modern Standard 

Arabic (MSA) or a limited set of well-resourced 

dialects (Mashaabi et al., 2024). The linguistic 

diversity across dialects, including variations in 

vocabulary, grammar, and idiomatic expressions, 

makes it difficult to develop universally applicable 

sentiment analysis tools. Furthermore, the scarcity 

of large, annotated datasets for many Arabic 

dialects hinders the development and evaluation of 

robust dialectal sentiment analysis models.  

Few-shot learning techniques have emerged as a 

promising direction for addressing data scarcity in 

NLP. Methods like SetFit that stands for Sentence 

Transformer Finetuning (Tunstall et al., 2022) 

which is employed in our work, aim to achieve 

strong performance with minimal labeled training 

examples. SetFit leverages sentence transformers 

to generate high-quality embeddings and then fine-

tunes a classification head, offering an efficient 

alternative to training large models from scratch or 

relying on complex prompting strategies. SetFit 

uses supervised contrastive learning that has 

proved its efficiency in previous works (Khosla et 

al., 2020). 

Our work builds upon these advancements by 

applying SetFit to the specific challenge of 
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sentiment analysis in diverse Arabic dialects within 

the hotel review domain, contributing to the 

growing body of research on low-resource NLP 

and dialectal Arabic processing. 

3 Data 

The primary dataset for this work was provided as 

part of the AHaSIS shared task. The dataset 

consists of hotel reviews written in various Arabic 

dialects, namely Moroccan dialect known as Darija 

and Saudi dialect. Some reviews are shown in 

Table 1 for both dialects.  

The training set is composed of 860 samples, 

and the evaluation set contains 216 samples. The 

training set contains four columns for ‘ID’ of 

review, ‘Sentiment’ (the sentiment label: positive, 

neutral, or negative), ‘Text’ (the review text), and 

‘Dialect’ (Darija or Saudi). The overall data 

distribution and sentiment class distribution over 

dialects are described in Table 2 and Table 3 

respectively. We can observe that data distribution 

and the sentiment distribution over dialects are 

perfectly balanced 50% for each one. Although the 

sentiment classes (positive, negative, neutral) are 

not fully balanced, the differences in their 

distribution are relatively small and unlikely to 

introduce significant bias into the overall 

classification. 

4 System Description  

Our approach to the AHaSIS shared task on 

sentiment analysis for Arabic dialects in hotel 

reviews is centered around the SetFit (Sentence 

Transformer Fine-tuning) framework. SetFit is 

designed for efficient few-shot learning, enabling 

Dataset Size Sentiment 

Distribution 

Training 

860 samples: 

430 samples 

for each dialect 

(Darija/Saudi) 

Positive:  

308 = 35.81% 

Negative:  

336 = 39.06% 

Neutral:  

216 = 25.11%  

Evaluation 

216 samples: 

108 for each 

dialect 

— 

Table 2:   Overall Data Distribution 

 

 

 

Dialect Sentence Polarity 

Darija 

حطيتيه فلس  كل  عطاوني حتى كيكة فعيد ميلادي منين كنت جالس تماك. يستاهل   

They even gave me a cake on my birthday while I was sitting there. It deserves every 

penny you spent 

positive 

، وما كاين حتى مقابل فالسيرفيس ولا باش يرضيو الكليانالأتمنة دلوطيل طالعة بزاف  

The hotel prices are way too high, and there’s nothing in the service to match them or 

to please the customers 

negative 

 فطور ما بيهش، يمكن يكون احسن

The breakfast wasn’t bad, but it could be better 
neutral 

Saudi 

شي في الفندق حلو مره  وكل غرف الفندق اطلالتها ساحرة ، نظافة الغرف مع دورات المياه    

The hotel rooms have a stunning view, the rooms and bathrooms are clean, and 

everything about the hotel is just great 

positive 

صغير فريق ترفيه خايسغالي مره ملعب اطفال   

Very expensive, the kids' play area is small, and the entertainment team is terrible 
negative 

 فندق لازمه اهتمام ممكن يكون جيد بس يحتاج تعديلات كثيرة

The hotel needs attention, it could be good, but it requires a lot of improvements. 
neutral 

Table 1: Data Examples from the Training Set. 

Dialect Sentiment 

Distribution 

Darija/Saudi 

Positive:  

154 = 35.81% 

Negative:  

168 = 39.06% 

Neutral:  

108 = 25.11%  

Table 3: Sentiment Distribution over Dialects in 

the Training Data. 
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the development of robust text classification 

models with a small number of labeled examples, 

which are particularly beneficial for low-resource 

languages or specialized domains like dialectal 

Arabic. 

4.1 SetFit Framework Overview 

The SetFit framework is composed of two main 

parts: the body which is a sentence transformer 

model, and a classification head as it is shown in 

Figure 12. It operates in two stages. First, it fine-

tunes the pre-trained sentence transformer model 

using a contrastive learning objective on the 

provided training data. This stage aims to generate 

rich sentence embeddings directly from text 

examples that are well-suited for the specific task 

and dataset. In this process, positive pairs (similar 

sentences) and negative pairs (dissimilar 

sentences) are created from the training examples 

to teach the model to produce similar embeddings 

for sentences with the same label and dissimilar 

embeddings for sentences with different labels. 

The second stage involves training a classification 

head (typically a logistic regression model or a 

simple neural network) on top of the frozen 

embeddings generated by the fine-tuned Sentence 

Transformer. This two-stage process allows SetFit 

to achieve strong performance without requiring 

extensive labeled data or complex prompt 

engineering, which are often associated with large 

language models. 

4.2 Sentence Transformer Model 

For our implementation, we utilized a pre-

trained Arabic sentence transformer model Arabic-

SBERT-100K3. This model is a variant of SBERT 

(Sentence BERT), that it is based on AraBERT 

 
2 https://huggingface.co/blog/setfit 
3 https://huggingface.co/akhooli/Arabic-SBERT-100K 

base model and has been finetuned on a large 

corpus of Arabic text (100K sentences), making it 

suitable for generating meaningful sentence 

representations for Arabic. The choice of this 

model was based on its reported performance in 

comparison with other models and its availability 

on the Hugging Face Model Hub. For comparison 

purposes, we also used another sentence 

transformer model which is 

ArabicBERT_Finetuned-AR-5004  

4.3 Baseline Model 

We initiated our baseline by fine-tuning 

AraBERTv0.2 base model 5  on the full training 

dataset and then explored ways to enhance 

classification performance by varying the number 

of training samples.  

4.4 Dataset 

For our experiments, we used the provided 

train.csv file. While analyzing the data we have 

observed that it has been already pre-processed and 

doesn’t need further pre-processing except 

removing punctuation and normalizing some 

Arabic letters like alif and hamza writing format 

 .(’إ ‘ ,’أ ‘ ,’ا ‘)

We performed an 80/20 split on this dataset to 

create our internal training and testing partitions. 

For the few-shot learning aspect of SetFit, a 

smaller training subset was created by sampling a 

specific number of examples per class from the 

training set. 

Our final reported model utilized 64 examples 

per sentiment class for fine-tuning the sentence 

transformer and training the classification head. 

This means the actual training data used by SetFit 

was relatively small. 

4 https://huggingface.co/danfeg/ArabicBERT_Finetuned-

AR-500 
5 https://huggingface.co/aubmindlab/bert-base-arabertv2 

 

Figure 1: The SetFit framework consists of two processing stages: the first involves fine-tuning a 

sentence transformer, and the second trains a classification head on the resulting embeddings. 
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4.5 Training Procedure 

The training process followed the standard SetFit 

pipeline. We selected a subset of the training data 

for the few-shot learning setup. We experimented 

with different numbers of training examples per 

class. 

The SetFitTrainer was configured with the 

following key parameters: 

Model: The Arabic-SBERT-100K SetFit model.  

Training Dataset: The few-shot training dataset 

containing n examples per class.  

Test Dataset: The full test dataset derived from 

the initial data split.  

Number of Epochs: The sentence transformer 

was fine-tuned for 3 epochs during the contrastive 

learning phase. This value was chosen based on 

preliminary experiments, which showed that 3 

epochs provided a good balance between 

performance and training time for this specific 

model and dataset size.  

Batch Size: A batch size of 16 was used during 

the fine-tuning of the sentence transformer.  

Number of Iterations: 20 iterations were used 

for generating text pairs for contrastive learning.  

Loss Function: CosineSimilarityLoss was 

employed for the contrastive fine-tuning stage, 

which is a standard choice for SetFit to encourage 

similar sentences to have embeddings with high 

cosine similarity.  

After the Sentence Transformer was fine-tuned, 

the classification head was trained on the 

embeddings generated from the selected training 

set samples. 

For the final reported model, we used 64 

examples per class from the training set to fine-

tune the sentence transformer and train the 

classification head. This corresponds to the shot 

train set created by sampling 64 instances for each 

label (‘positive’, ‘negative’, ‘neutral’). 

5 Results and Discussion 

This section details the results achieved by our 

SetFit-based sentiment analysis model for Arabic 

hotel reviews. We mentioned that for our 

experimental settings, all experiments were 

conducted using CPU (i7-11850H) with 8 cores 

and 32GB of RAM to prove that this approach is 

not computationally expensive. The timing of each 

experience is also reported in Table 4. 

5.1 Results  

The primary metric for the shared task is F1 score. 

The key results relevant to our submitted 

approach are shown in Table 5 and are as follows: 

Using Arabic-SBERT-100K with 64 samples 

per class and 3 epochs for fine-tuning we achieved 

a F1 score of 73% in the official evaluation set, 

significantly outperforming the shared task 

baseline of 56% (Alharbi, Ezzini, et al., 2025). 

We report also the specific results achieved with 

different configurations based on our internal test 

set split in Table 4 and for each dialect and class in 

Table 6. 

 These results demonstrate a clear trend: 

- Increasing the number of few-shot samples 

per class, up to 64 in these experiments, 

generally improves the model's 

Model  Samples Number Epoch F1 % Duration in h:m:s 

Baseline: finetuned AraBERT Full training dataset 3 75.07 00:17:10 

Arabic-SBERT-100K 

 

8 1 63.82 00:05:12 

8 3 67.48 00:15:14 

8 5 64.22 00:26:09 

16 3 69.19 00:30:54 

32 3 73.84 01:04:35 

64 3 78.87 02:16:12 

ArabicBERT_Finetuned-AR-500 8 3 52.83 00:43:32 

Table 4:  Results on the AHaSIS Training dataset. 

 

Model  Samples 

Number 

Epoch F1 

Arabic-SBERT-100K 
32 3 72% 

64 3 73% 

Table 5:  Results on the AHaSIS Evaluation dataset. 
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performance on the internal test set. The 

choice of 3 epochs for fine-tuning the 

sentence transformer also appears to be 

beneficial compared to a single epoch and 

five epochs when using a small number of 

samples. 

- The results obtained using the SetFit 

framework with the Arabic-SBERT-100K 

sentence transformer model were better 

than those with ArabicBERT_Finetuned-

AR-50.  

- Our internal experiments, culminating in an 

F1 of 78.87% on our held-out test set when 

using 64 samples per class, suggest that 

SetFit can effectively leverage pre-trained 

Arabic language representations for this 

task with relatively minimal training data. 

One of the key strengths of our approach is its 

efficiency. Traditional deep learning models often 

require substantial amounts of labeled data and 

extensive computational resources for training. 

SetFit, by fine-tuning a sentence transformer with 

a contrastive objective and then training a simple 

classification head, offers a more resource-friendly 

alternative.  

The ability to achieve competitive performance 

with only 64 examples per class (a total of 192 

training examples for three classes) underscores 

the data efficiency of this method.  

We mentioned that the official leaderboard on 

the shared task website 6  and Codabench show 

various teams’ F1 scores, providing a benchmark 

for performance. 

5.2 Discussion 

The progressive improvement in F1 as the 

number of few-shot samples per class increased 

(from 8 to 64 samples) aligns with expectations. 

More data, even in a few-shot context, generally 

allows the model to learn more robust 

representations and decision boundaries. The 

 
6 https://Ahasis-42267.web.app/leaderboard 

choice of 3 epochs for fine-tuning the sentence 

transformer also appeared to be beneficial, 

suggesting that even a brief period of contrastive 

learning can adapt the pre-trained embeddings 

effectively to the target task and domain.  

Comparing our F1 score of 73% with the best F1 

scores on the official AHaSIS leaderboard (where 

the top score is 81% F1), our model appears to be 

competitive. Several factors could influence the 

performance. The quality of the pre-trained 

sentence transformer is crucial. Its training on a 

substantial Arabic corpus likely provides a good 

foundation for understanding Arabic semantics and 

syntax. The diversity of dialects present in the 

AHaSIS dataset is a significant challenge. While 

SetFit helps, the model's ability to generalize 

across highly varied dialectal expressions might 

still be limited by the relatively small fine-tuning 

dataset. The hotel review domain also has its 

specific vocabulary and expressions of sentiment, 

which the model needs to learn.  

As we mentioned, we had also evaluated the 

model on our internal test set for each dialect and 

class. The results in Table 6 show that the model 

performs best on the Saudi dialect, achieving over 

80% F1 in all classes, including strong handling of 

neutral sentiment (80%). In contrast, it struggles 

more with Darija, especially in the neutral class 

(61.3%), suggesting difficulty in capturing subtler 

expressions in that dialect which may be 

underrepresented in the sentence transformer 

training data. 

In our experiments we also tested an alternative 

model, ArabicBERT_Finetuned-AR-500, which 

achieved a lower F1 (52.83 % with 3 epochs). This 

highlights the importance of selecting an 

appropriate base sentence transformer model for 

the SetFit framework. Arabic-SBERT-100K model 

seems better suited for this specific task based on 

these preliminary results.  

Dialect Class F1 % 

Darija 

positive 72.92 

negative 85.85 

neutral 61.30 

Saudi 

positive 87.52 

negative 85.55 

neutral 80.00 

Table 6:  Results per Dialect and Class on the AHaSIS Training dataset. 
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Finally, A detailed error analysis on the 

predictions would be valuable to understand the 

types of reviews or dialects where the model 

performs poorly, guiding further improvements. 

6 Conclusion 

In this paper, we presented our solution for the 

AHaSIS shared task, which focused on sentiment 

analysis of Arabic hotel reviews written in various 

dialects. Our approach utilized the SetFit 

framework, a few-shot learning technique. This 

methodology was chosen for its efficiency in 

scenarios with limited labeled data, a common 

challenge in processing diverse Arabic dialects. 

 Our system achieved an F1 of 73% in the official 

evaluation set. This performance suggests that few-

shot learning with appropriate pre-trained models 

is a viable strategy for tackling sentiment analysis 

in complex linguistic landscapes like dialectal 

Arabic. The results also indicated a positive 

correlation between the number of few-shot 

samples and model performance, within the tested 

range.  

Future work could explore several avenues for 

improvement. Experimenting with a wider range 

of pre-trained Arabic or multilingual sentence 

transformers, conducting a more extensive 

hyperparameter optimization for the SetFit trainer, 

and increasing the number of few-shot training 

examples could potentially enhance performance.  
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Abstract

Sentiment Analysis is a crucial task in Nat-
ural Language Processing (NLP) focused on
identifying and categorizing emotional tones
or opinions within text. For Arabic customer
reviews, sentiment analysis is particularly chal-
lenging. The language’s rich diversity, with
numerous regional dialects differing signifi-
cantly from Modern Standard Arabic (MSA)
and each other in lexicon, syntax, and senti-
ment expression, complicates consistent per-
formance across dialects. In this paper, we
present our approach, submitted to the AHA-
SIS Shared Task 2025, focusing on sentiment
analysis for Arabic dialects in the hotel domain.
Our method leverages the capabilities of GPT-
4o through adaptive few-shot prompting tech-
nique, where similar contextual examples are
dynamically selected for each review using a
k-Nearest Neighbors (kNN) search over train
embeddings from a fine-tuned encoder model.
This approach tailors the prompt to each spe-
cific instance, enhancing classification perfor-
mance over minority class. Our submission
achieved an F1-score of 76.0% on the official
test set, showing stronger performance for the
Saudi dialect compared to Darija.

1 Introduction

Sentiment analysis for the Arabic language
presents unique challenges due to its complex lin-
guistic landscape. Unlike languages with more ho-
mogeneous structures, Arabic encompasses Mod-
ern Standard Arabic (MSA) and numerous regional
dialects that differ in syntax, lexicon, morphology,
and semantic expressions. These variations become
particularly pronounced when analyzing sentiment
in domain-specific contexts, such as hotel reviews,
where emotional expressions and idiomatic phrases
can vary significantly across dialectal boundaries.
In this paper, we tackle the AHASIS shared task
on sentiment analysis on arabic dialects (Saudi and

Darija) in the hospitality domain.
Large Language Models (LLMs) exhibit impres-

sive in-context learning (ICL) abilities: with a hand-
ful of demonstrations in the prompt they adapt to
new tasks on the fly (Brown et al., 2020). Yet a
growing body of work shows that ICL is highly
sensitive to which and how many examples are
shown (Yoshida, 2024). Small, static prompts am-
plify demonstration bias: models over-predict la-
bels that dominate the prompt or appear later in
the example list, harming minority classes. Tradi-
tional approaches have often relied on fine-tuning
pre-trained transformer models specific to Arabic,
such as AraBERT (Antoun et al., 2020) and MAR-
BERT (Abdul-Mageed et al., 2021), which have
shown considerable success. However, the advent
of LLMs like has opened new frontiers, offering
powerful generative and reasoning capabilities. For
example, using LLMs we can get the generated to-
kens by the model justifying the given classification
label (Huang et al., 2023).

Motivated by these findings, we explore the use
of GPT-4o (Hurst et al., 2024) for the AHASIS
shared task. We evaluate three prompting strate-
gies: (i) zero-shot prompting, where no examples
are provided; (ii) static few-shot prompting, us-
ing a fixed set of manually curated demonstrations;
and (iii) adaptive few-shot prompting, where ex-
amples are dynamically retrieved from the training
set based on semantic similarity using AraBERT
embeddings. Importantly, each retrieved exam-
ple is paired with a GPT-4o-generated chain of
thought conditioned on its gold label. For compari-
son, we also fine-tune AraBERT and MARBERT
as encoder-based baselines. Our key contribution is
the adaptive few-shot strategy, which consistently
outperformed both static and zero-shot prompting
on the test set. By tailoring examples to each in-
put, this method offers a simple yet effective way
to improve LLM performance in multilingual and
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dialectal sentiment tasks.

2 Related Work

LLMs have recently approached or matched the per-
formance of supervised task models without gradi-
ent updates. A systematic evaluation (Zhang et al.,
2024) across 26 datasets showed GPT-3.5/4 and
Llama-2 (Touvron et al., 2023) within 1–3 macro-
F1 of fine-tuned RoBERTa (Liu et al., 2019) and
DeBERTa (He et al., 2020) baselines on sentence-
and aspect-level sentiment. Building on this, sev-
eral studies have evaluated general-purpose LLMs
on Arabic sentiment tasks. Taqyim (Alyafeai et al.,
2023) benchmarked GPT-3.5 and GPT-4 across
seven Arabic datasets and found that GPT-4 nar-
rows but does not eliminate the gap to supervised
MARBERT (Abdul-Mageed et al., 2021). GP-
TAraEval (Khondaker et al., 2023) evaluated Chat-
GPT 1 on 44 Arabic tasks and reported consis-
tent under-performance relative to smaller, Arabic-
tuned pre-trained language models (PLMs). More-
over, in (Al-Thubaity et al., 2023), the authors
showed that GPT-4 in a 5-shot setting reaches
AraBERT (Antoun et al., 2020) performance,
whereas GPT-3.5 and Google Bard (PaLM 2) (Anil
et al., 2023) lag behind. A comparative evalua-
tion (Alharbi et al., 2025b) of DeepSeek-R1 (Guo
et al., 2025), Qwen2.5 (Qwen et al., 2025), and
LLaMA-3 (Grattafiori et al., 2024) further demon-
strates the efficacy of dialect-specific prompting
and parameter-efficient fine-tuning (LoRA) (Hu
et al., 2022) in Arabic sentiment analysis, showing
that prompt-input alignment significantly enhances
performance, especially for underrepresented di-
alects.

kNN-Prompting (Xu et al., 2023) embeds all
training instances once and predicts each test query
by a simple majority vote over its k closest neigh-
bours, thus bypassing context-length limits and
heavy calibration steps. kNN-ICL (Zhao et al.,
2023) refines this idea by selecting similarity-based
demonstrations on the fly, yielding consistent F1
gains under strict token budgets. The closest an-
tecedent to our pipeline is OpenMedLM (Maharjan
et al., 2024), which retrieves the five most similar
patient questions, asks an LLM to write gold-label-
conditioned rationales once, caches them, and in-
serts the triple (question, chain-of-thoughts (CoT),
answer) at inference—achieving state-of-the-art ac-
curacy on medical QA without fine-tuning.

1https://openai.com/index/chatgpt/

3 Task and Data

The AHASIS shared task (Alharbi et al., 2025a)
involves sentiment classification of hotel reviews,
specifically targeting Arabic dialects—Saudi and
Darija. Each review in the dataset is annotated with
two labels: the dialect (Saudi or Darija) and the
sentiment expressed (positive, negative, or neutral).
The primary objective of the task is to predict the
sentiment label given a sentence in one of these
dialects.

The provided training dataset consists of 860
sentences, evenly split with 430 sentences for each
dialect. Within each dialect subset, there are 154
positive, 168 negative, and 108 neutral sentiment
sentences. To conduct our experiments, we strati-
fied the training data based on both sentiment and
dialect, splitting it into 80% training and 20% devel-
opment subsets obtaining 688 sentences for train-
ing and 172 sentences for development. Addition-
ally, a separate test set comprising 216 sentences
was provided, with annotations specifying only the
dialect and excluding sentiment labels.

4 Method

Building on insights from prior work on retrieval-
augmented prompting and chain-of-thought (CoT)
reasoning, we introduce a dynamic kNN + label-
conditioned CoT framework. Unlike static prompt-
ing methods, which rely on fixed demonstrations
and a global decision boundary, our approach con-
structs an adaptive, query-specific prompt at infer-
ence time.

For each input review, we (i) embed it using a
pre-trained Arabic encoder, (ii) retrieve its k nearest
dialect-balanced neighbours from a cached set of
labelled hotel reviews, (iii) generate a rationale for
each neighbour using GPT-4o, conditioned on its
gold label, and (iv) assemble these (review, label,
CoT) triplets into the prompt.

We evaluate our approach alongside two encoder-
based baselines (AraBERT and MARBERT), and
compare three prompting strategies using GPT-4o:
zero-shot, static few-shot, and our proposed adap-
tive few-shot prompting. All models are tested on
a shared train/dev/test split to ensure comparability
across settings.

4.1 Encoder-Based Baselines
We fine-tune two established Arabic transformer
models, AraBERT and MARBERT, as classi-
fication baselines. These serve as strong non-
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generative benchmarks for comparison with GPT-
4o-based approaches.

4.2 Zero-Shot and Static Few-Shot Prompting
In the zero-shot setup, GPT-4o receives only a sys-
tem instruction in Arabic asking it to: (1) assign
one of the three sentiment labels (positive, neutral,
negative), and (2) generate a brief natural language
justification for its prediction.

For the static few-shot setting, we prepend a
fixed set of curated examples—each containing
an input review, its gold label, and a justifica-
tion—to the prompt. This improves performance
but has limited flexibility: when test instances de-
viate aspect-wise from the static examples, perfor-
mance degrades. Additionally, expanding the static
prompt to cover more cases is costly and difficult
to maintain.

4.3 Adaptive Few-Shot Prompting
To address the limitations of static prompting, we
propose an adaptive few-shot strategy that builds
a tailored prompt for each input review. The pro-
cess consists of two stages:

(1) Retrieval: For a given input review x,
we compute its embedding using a pre-trained
AraBERT encoder and retrieve the k = 20 nearest
neighbors from the training set. These are then
stratified by sentiment label, and we select the top
n = 3 examples per class (if available), yielding
up to 9 demonstrations. This approach balances se-
mantic similarity and aspect alignment (e.g., topic
or focus of the review) with label diversity.

(2) Prompt Construction with CoT: Each re-
trieved example is paired with a chain-of-thought
(CoT) justification generated by GPT-4o, condi-
tioned on its gold label (see prompt in Table 8).
These structured examples—(review, label, justifi-
cation)—are inserted into the prompt, followed by
the target review x to be classified. This dynamic
prompt ensures that each input is evaluated in a
context shaped by semantically and topic relevant
reasoning chains.

5 Results

In this section, we present the experimental results
obtained across different prompting strategies us-
ing GPT-4o, alongside baseline results from the
encoder models AraBERT and MARBERT. Our
primary metric for evaluation is the macro-F1 score.
Table 1 summarizes the overall results on both the

Model / Method Dev Test
AraBERT 83.7 73
MARBERT 85.2 73
Zero-Shot 80.5 75
Few-Shot 82.5 74
Adaptive Few-Shot 84.5 76

Table 1: Macro-F1 scores for sentiment classification
across different experimental setups.

Table 2: Class level F1-score for Saudi dialect sentences

Prompting Strategy Neg Neu Pos Macro

Zero-Shot 96 70 84 83
Few-Shot 97 78 88 88
Adaptive Few-Shot 97 81 89 89

Table 3: Class level F1-score for Darija dialect sentences

Prompting Strategy Neg Neu Pos Macro

Zero-Shot 88 63 82 78
Few-Shot 89 62 83 78
Adaptive Few-Shot 90 67 84 80

development and test sets. The code used for the
experiments is available on GitHub 2.

Our adaptive few-shot method achieved the high-
est test set performance among the GPT-4o prompt-
ing techniques, with an F1-score of 76%. This
placed our method sixth in the AHASIS shared
task leaderboard. Interestingly, although MAR-
BERT achieved the highest development set score
of 85.2%, its performance dropped noticeably to
73% on the test set, similar to AraBERT.

Tables 2 and 3 provides a detailed breakdown
of F1-scores for each sentiment class (Negative,
Neutral, Positive) and the overall Macro F1-score,
comparing our three prompting strategies across
the Saudi and Darija dialects on the development
set. Consistent with the overall test set performance
noted in Table 1, the Adaptive Few-Shot strategy
yielded the highest Macro F1-scores for both di-
alects: 89 for Saudi and 80 for Darija.

A key objective of the adaptive strategy was to
address challenges with the neutral class. For the
Saudi dialect, the Neutral F1-score improved sub-
stantially from 70 (Zero-shot) and 78 (Few-shot)
to 81 with Adaptive Few-Shot. Similarly, for the
Darija dialect, Adaptive Few-Shot improved the
Neutral F1-score to 67 compared to (Zero-shot) 63

2https://github.com/AhmedAbdel-Aal/
Ahasis_shared_task
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and (Few-Shot) 62. Performance on the Negative
and Positive classes was generally strong across all
methods, particularly for the Saudi dialect where
Zero-shot already achieved F1-scores of 96 (Neg-
ative) and 84 (Positive). The Adaptive Few-Shot
method largely maintained or slightly enhanced
these high scores while making its most significant
impact on the Neutral class. Interestingly, the im-
pact of the standard Few-Shot prompting varied by
dialect. While it offered clear improvements for
the Saudi dialect, increasing the Macro F1 from 83
(Zero-shot) to 88, it provided no overall benefit for
the Darija dialect, where the Macro F1 remained
at 78, and the Neutral F1-score even saw a slight
decrease.

Comparing the two dialects, the overall F1-
scores for Darija were consistently slightly lower
than those for Saudi across all prompting methods.
For instance, with Adaptive Few-Shot, the Macro
F1 was 89 for Saudi versus 80 for Darija.

6 Discussion

The superior performance of the adaptive few-shot
strategy can be attributed to its dynamic, instance-
specific contextualization. Traditional fine-tuning
creates a static, global decision boundary that ap-
plies uniformly across all test inputs, which can
be suboptimal for linguistically diverse or ambigu-
ous cases. Similarly, static few-shot prompting
relies on a fixed set of demonstrations that may
not align well with the semantics of a given test
instance, limiting their ability to guide the model
effectively. In contrast, our adaptive few-shot ap-
proach constructs query-specific prompt for each
input. This adaptation enables the model to bet-
ter capture subtle distinctions—particularly near
the boundary between neutral and positive senti-
ment—by grounding its reasoning in semantically
relevant examples. In effect, improving precision
and recall for neutral class, see Table 4.

Table 4: Precision (P) and Recall (R) per sentiment class
(%) across prompting strategies.

Strategy Negative Neutral Positive

P R P R P R

Zero-Shot 86 99 78 58 83 84
Few-Shot 89 97 81 60 82 89
Adaptive Few-Shot 89 99 85 65 85 89

More precisely, under zero-shot prompting, the
neutral class achieved a precision of 78%, indicat-

ing that when the model predicted neutral, it was
often correct. However, the low recall of 58% re-
sulted in a modest F1-score of 67%. This suggests
that the model relied on a general understanding of
what counts as “neutral” in language, rather than
learning how neutrality is defined in this specific
dataset. As a result, it often misclassified factual or
mildly opinionated reviews as positive (see Table 6
for an example).

Introducing static few-shot prompting led to
moderate improvements. For the neutral class,
precision improved slightly to 81%, and recall in-
creased marginally to 60%, resulting in an F1-score
of 69%. The modest gain in recall suggests that
manually selected examples help the model bet-
ter recognize prototypical neutral instances, but
may still fall short in capturing the full diversity of
this class. The most significant gains came from
adaptive few-shot prompting, where performance
improved across all classes. The neutral class in
particular benefited, with precision rising to 85%
and recall improving to 65%, leading to its high-
est F1-score of 74%. This shows that providing
contextually relevant examples helped the model
better handle ambiguity and make more consis-
tent decisions. Compared to static prompts, the
adaptive strategy offered examples that were closer
in meaning and tone to the input, which helped
the model better understand what neutrality looks
like in this dataset. Reviews that contained mild
opinions or balanced descriptions—previously mis-
classified as positive—were more often labeled
correctly. This suggests that dynamic prompting
helped the model adjust its decision boundary more
accurately around the neutral class (see Table 7 for
an example).

Given the computational overhead introduced
by adaptive few-shot prompting, we analyze its
runtime and token-level cost in practice. The final
classification prompt includes 3 to 9 demonstra-
tions per test instance, averaging 778 input and
239 output tokens. This range results from select-
ing up to 3 examples per sentiment class (negative,
neutral, positive) from the 20 nearest neighbors; if
the retrieved set lacks class diversity, fewer than
9 examples are included. These demonstrations
are generated using justification generation prompt
shown in Table 5, with an average of 95 input and
219 output tokens each. We cache all intermediate
generations, so each training example is used for
CoT generation at most once. In total, each test
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instance, on average, incurs one main LLM call
(778 in + 239 out) and 3 to 9 smaller calls (95 in +
219 out each).

7 Limitations and Future Work

The effectiveness of the adaptive few-shot strategy
is closely tied to the capabilities of the underlying
language model (GPT-4o) and the quality of the
encoder used for kNN retrieval. Limitations in the
LLM’s understanding of specific dialects, or in the
encoder’s ability to generate semantically mean-
ingful embeddings, may propagate through the re-
trieval process and affect final predictions. In this
work, the encoder choice was not extensively opti-
mized, leaving room for improvement in retrieval
quality. Additionally, we used semantic similar-
ity as a proxy for selecting aspect-aligned reviews,
but this approximation may not always capture the
most relevant examples for each input—especially
when sentiment is conveyed through subtle tone,
emphasis, or implied preferences rather than ex-
plicit aspect terms. Our experiments were con-
ducted exclusively with GPT-4o, and it remains
unclear how well the observed improvements from
adaptive prompting would transfer to other large
language models. In addition, we did not per-
form extensive hyperparameter tuning or architec-
ture exploration for the encoder-based baselines
(AraBERT and MARBERT). These models were
fine-tuned with standard settings to provide a com-
parative reference, but stronger results might be
achievable with more targeted optimization. Fi-
nally, key components of our system—such as the
number of neighbors (k), the number of few-shot
examples, and the structure of the prompts—were
selected based on preliminary experiments rather
than exhaustive tuning. A more systematic ex-
ploration of hyperparameters and prompt formats
could further enhance performance and provide
insight into robustness and generalization.

An important future direction is to evaluate the
impact of chain-of-thought generation by compar-
ing our approach to a version of adaptive few-shot
prompting that uses retrieved examples without
CoT. This would help isolate the contribution of the
reasoning component and better understand its role
in guiding sentiment classification. Moreover, our
experiments were limited to GPT-4o; testing this
approach with open-source Arabic LLMs would
provide insight into its generalizability and practi-
cality in low-resource or non-proprietary settings.

8 Conclusion

In this shared task, we tackled sentiment analy-
sis for Arabic dialects within the hotel domain,
focusing on the AHASIS 2025 dataset. Our ap-
proach centered on inspecting the capabilities of
the LLMs, specifically GPT-4o, through various
prompting strategies. We introduced an adaptive
few-shot prompting technique, where during infer-
ence, we dynamically selected relevant contextual
examples for each review by performing a kNN
search over cached embeddings from the training
set, which were generated by a fine-tuned Arabert
model. This approach aimed to improve generaliza-
tion and address challenges like the neutral class by
providing similar aspects, relevant context for each
specific instance. The results demonstrate a clear
improvement with the incorporation of our adap-
tive few-shot prompting. Specifically, on the test
set, the Macro-F1 score achieved was 76.0% with
the adaptive approach, surpassing the 75.0% from
zero-shot and 74.0% from static few-shot prompt-
ing, as well as our fine-tuned encoder baselines
which scored 73.0%. Our submission secured 6th
place in the shared task leaderboard.
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Appendix: Prompts and Model Outputs

A.1 Justification Generation Prompt

Table 5: Prompt used to generate chain-of-thought
(CoT) justifications for each retrieved review in the adap-
tive few-shot setting.

Justification Generation Prompt

Question: Justify the sentiment of the following
Saudi dialect hotel review.
Review: {review}
Label: {label}
Return your response in the following XML format:
<analysis>
<overall justification> your step-by-step
analysis </overall justification>
</analysis>

A.2 Zero-Shot and Adaptive Few-Shot Prompt
Examples
We show the GPT-4o outputs for the same develop-
ment review under two prompting strategies: zero-

shot and adaptive few-shot. The overall prompt
structure remains consistent across all settings; the
only difference lies in the addition of review ex-
amples in the few-shot and adaptive versions. In
this case, the zero-shot prompt leads to an incor-
rect prediction, while the adaptive few-shot prompt
produces the correct label. This illustrates how re-
trieved examples—selected based on both semantic
similarity and aspect alignment—help the model
better calibrate its decision boundary, particularly
in distinguishing between neutral and positive sen-
timent.
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Table 6: Example of zero-shot prompting for sentiment classification in the Saudi dialect.

Prompt

Question: what is the sentiment of the following hotel review in Saudi dialect?

Review:
�é�J
 	kP Õæ�	mÌ'@ 	àðYK. �éK
XAªË@ PAª�B@ ú �æk 	áºË ð �A	mÌ'@ ¨A¢�®Ë@ �éªK. A�K �éêk. ú


	̄ É 	ª�J ��@ ú

	GB Õæ� 	k �IÊ�k ©�̄ñÓ 	á�k@ ú


	̄ ð �J
 	kP
©�̄ñÒÊË �éJ.� 	�ËAK.
Return your response in the following XML format:
<analysis>
<overall sentiment> positive/neutral/negative </overall sentiment>
<overall justification> your step-by-step analysis </overall justification>

</analysis>

GPT-4o Output

<analysis>
<overall sentiment> positive </overall sentiment>
<overall justification>

The review highlights several positive aspects of the hotel. Firstly, the reviewer mentions that the
hotel is � J
 	kP (cheap), which is generally a positive attribute for budget-conscious travelers.

Secondly, the location is described as © �̄ñ Ó 	á � k@ ú

	̄
(in the best location), indicating a favorable

opinion. The reviewer also notes receiving a discount, and even mentions that regular prices are
cheap for the location. Overall, the review expresses satisfaction with pricing and location.
</overall justification>

</analysis>

True Label: Neutral
Predicted Label (Zero-Shot):Positive (Incorrect)

Table 7: Example of adaptive few-shot prompting for sentiment classification in the Saudi dialect. For brevity, only
one retrieved example is shown.

Prompt (Excerpt)

Question: what is the sentiment of the following hotel review in Saudi dialect?

Examples:

Review: I. �A 	JÓ Qª�Ë@ ð Qª�Ë@ @ 	YîE. ��XA 	J 	®Ë @ É 	� 	̄ @ 	áÓ �éK
PY	Jº�B@ �é 	JK
YÖÏ �éJ.� 	�ËAK. Qª�ÊË �éJ.� 	�ËAK. �èXñk.
<analysis>
<overall sentiment> Neutral </overall sentiment>
<overall justification>

1. The review states Qª�ÊË �éJ.� 	�ËAK. �èXñk. which translates to "Quality for the price," indicating a positive

aspect of the hotel. 2. The phrase Q ª � Ë@ @ 	Y îE. ��XA 	J 	® Ë @ É 	� 	̄ @ translates to "one of the best hotels at
this price," which further emphasizes a positive sentiment regarding the hotel’s value. 3. The review
mentions I. �A 	JÓ Qª�Ë@ meaning "the price is appropriate," reinforcing the idea that the reviewer finds the
pricing reasonable. 4. However, the overall tone of the review is factual and lacks strong emotional
language or expressions of enthusiasm, which is often associated with positive sentiment. 5. The use
of neutral language and the focus on price and quality without expressing strong feelings leads to the
conclusion that the sentiment is neutral rather than overtly positive.
</overall justification>

</analysis>
Now, analyze the following review:

Review:
�é�J
 	kP Õæ�	mÌ'@ 	àðYK. �éK
XAªË@ PAª�B@ ú �æk 	áºË ð �A	mÌ'@ ¨A¢�®Ë@ �éªK. A�K �éêk. ú


	̄ É 	ª�J ��@ ú

	GB Õæ� 	k �IÊ�k ©�̄ñÓ 	á�k@ ú


	̄ ð �J
 	kP
©�̄ñÒÊË �éJ.� 	�ËAK.
Return your response in the following XML format...

GPT-4o Output

<analysis>
<overall sentiment> neutral </overall sentiment>
<overall justification>

1. The review begins with �©�̄ñÓ 	á�k@ ú

	̄ ð �J
 	kP

�
@, indicating positive language.

2. Mentions receiving a discount for private sector work, reinforcing affordability.
3. Even without the discount, prices are considered cheap for the location.
4. However, the tone is factual and lacks strong emotion.
5. Overall, the review is descriptive rather than opinionated, suggesting neutrality.
</overall justification>

</analysis>

True Label: Neutral
Predicted Label (Adaptive Few-Shot): Neutral (Correct)
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Abstract

This paper describes the AraNLP system de-
veloped for the ”Ahasis” shared task on senti-
ment detection in Arabic dialects for hotel re-
views. The task involved classifying the overall
sentiment of hotel reviews (Positive, Negative,
or Neutral) written in Arabic dialects, specifi-
cally Saudi and Darija. Our proposed model,
AraNLP, is a hybrid deep learning classifier that
leverages the strengths of a transformer-based
Arabic model (AraELECTRA) augmented with
classical bag-of-words style features (TF-IDF).
Our system achieved an F1-score of 76%, secur-
ing the 5th rank in the shared task, significantly
outperforming the baseline system’s F1-score
of 56%.

1 Introduction

Arabic dialect sentiment analysis presents unique
challenges due to morphological complexity,
diglossia, and regional variations (Abdul-Mageed
et al., 2021). While Modern Standard Arabic
(MSA) has been well-studied, dialects like Saudi
and Darija remain under-resourced despite their
prevalence in user-generated content (Salameh
et al., 2018; Talafha et al., 2020). Recent advances
in transformer models have shown promise for Ara-
bic NLP (Antoun et al., 2020), but dialect-specific
adaptations remain limited. Hotel reviews are par-
ticularly challenging due to domain-specific termi-
nology mixed with dialectal variations (AL-Smadi
et al., 2023).

The Ahasis shared task (Alharbi et al., 2025a)
presented a significant challenge in the field of
Arabic Natural Language Processing (NLP), fo-
cusing on sentiment analysis in the hospitality do-
main, specifically for diverse Arabic dialects. Sen-
timent analysis of user-generated content, such as
hotel reviews, provides invaluable insights for both
businesses and consumers (Al-Smadi et al., 2019).

However, the Arabic language, with its rich mor-
phology and wide range of dialects, poses unique
difficulties for NLP tasks. Modern Standard Arabic
(MSA) is the formal version of the language, while
numerous regional dialects (e.g., Egyptian, Levan-
tine, Gulf, Maghrebi) are predominantly used in
informal online communication, including hotel
reviews. These dialects often lack standardized or-
thography and can differ significantly from MSA
and from each other in terms of lexicon, syntax,
and morphology (Birjali et al., 2021).

In this paper, we present our system, AraNLP,
which participated in the ”Ahasis” shared task. Our
approach is a hybrid deep learning model that com-
bines the contextual understanding capabilities of
a pre-trained transformer-based model for Arabic
(AraELECTRA) with the statistical strength of TF-
IDF features. This hybrid architecture aims to cap-
ture both semantic nuances and important lexical
cues from the review texts.

The rest of this paper is organized as follows:
Section 2 sheds the light on related work, Section 3
demonstrates the research methodology, Section 4
presents the model results, Section 5 discusses the
model results, and Section 6 concludes the research
paper and provides insights for future work.

2 Related Work

Sentiment analysis in Arabic, particularly for di-
alectal Arabic, has garnered increasing attention
from the research community. Early approaches
often relied on lexicon-based methods, which uti-
lize predefined dictionaries of words tagged with
sentiment polarities (Birjali et al., 2021). While
straightforward, these methods struggle with the
nuances of dialects, context-dependent sentiment,
and the lack of comprehensive dialectal lexicons.

Machine learning techniques, including Support
Vector Machines (SVM), Naive Bayes, and Logis-
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tic Regression, have been widely applied to Arabic
sentiment analysis, often outperforming lexicon-
based approaches when sufficient labeled data is
available (Al-Smadi et al., 2018). These models
typically rely on features such as n-grams, TF-IDF,
and word embeddings. For instance, Al-Smadi
et al. (2019) explored the use of morphological,
syntactic, and semantic features to enhance aspect-
based sentiment analysis of Arabic hotel reviews,
demonstrating the value of linguistic features.

Deep learning models, particularly those based
on Recurrent Neural Networks (RNNs) like Long
Short-Term Memory (LSTM) and Gated Recurrent
Units (GRUs), have shown significant promise in
capturing sequential information and contextual de-
pendencies in text (Alyami et al., 2022). Elfaik and
Nfaoui (2020) and Ombabi et al. (2020) employed
LSTM networks for aspect-based sentiment analy-
sis of Arabic text, highlighting their effectiveness.
More recently, AL-Smadi et al. (2023) proposed
a GRU model combined with a multilingual uni-
versal sentence encoder for Arabic aspect-based
sentiment analysis, achieving strong results.

Transformer-based models, such as BERT and
its variants, have revolutionized the field of NLP
by achieving state-of-the-art performance on var-
ious tasks, including sentiment analysis. Several
pre-trained transformer models have been devel-
oped specifically for the Arabic language, such as
ALBERT (Lan et al., 2019), AraBERT (Antoun
et al., 2020), AraELECTRA (Antoun et al., 2021),
QARiB(QCRI Arabic and dialectal BERT) (Abde-
lali et al., 2021), and CAMeLBERT (Inoue et al.,
2021). These models are pre-trained on large Ara-
bic corpora and can be fine-tuned for specific down-
stream tasks like sentiment classification. The use
of such models is becoming increasingly common
due to their ability to understand complex linguis-
tic patterns and contextual information. Recent
work has also explored hybrid approaches combin-
ing transformers with other neural network archi-
tectures. For example, Bourahouat et al. (2024)
proposed BERT-based models that are pre-trained
on Arabic datasets, namely AraBERT, QARIB,
ALBERT, AraELECTRA, and CAMeLBERT in-
tegrated with machine learning and deep learning
models such as SVM and CNN for sentiment anal-
ysis of Darija (Moroccan dialect).

Hybrid models combining transformers with se-
quential or ensemble components have gained trac-
tion. (Alzahrani et al., 2024) achieved 97% accu-

racy by integrating AraBERT with LSTM to model
long-term dependencies in Arabic text. For dialect
detection, (Saleh et al., 2025) proposed a stacked
transformer framework (AraBERT and XLM-R)
with a meta-learner, achieving 93% F1-score on
the IADD dataset. In sentiment analysis, (Man-
sour et al., 2025) demonstrated that transformer
ensembles outperform single-model approaches by
aggregating linguistic features across dialects.

The Ahasis shared task builds upon this body
of work by focusing on the challenging aspects of
dialectal Arabic (Saudi and Darija) in the specific
domain of hotel reviews. Our work contributes to
this line of research by proposing a hybrid model
that combines the strengths of transformer architec-
tures with traditional feature engineering to tackle
the sentiment analysis task in diverse Arabic di-
alects.

Figure 1: AraNLP Model Architecture: Hybrid inte-
gration of AraELECTRA and TF-IDF for sentiment
classification of Arabic dialect hotel reviews.

3 Research Methodology

This section outlines the methodology employed in
developing the AraNLP system. We first describe
the shared task, followed by details of the dataset
provided and our model architecture.
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3.1 Task Definition

The Ahasis Shared Task focuses on sentiment clas-
sification in the hospitality domain for Arabic di-
alects. Specifically, given a hotel review written in
either Moroccan Arabic (Darija) or Saudi dialect,
the goal is to predict its overall sentiment as Pos-
itive, Neutral, or Negative (Alharbi et al., 2025a).
Unlike aspect-based sentiment analysis which tar-
gets sentiment toward specific aspects (Alyami
et al., 2022; AL-Smadi et al., 2023), this task con-
cerns the general sentiment of the entire review.
The official evaluation metric is Macro-averaged
F1-score across the three sentiment classes, en-
suring that performance on each class (including
the often under-represented neutral class) is given
equal importance. Participants were provided a la-
beled dataset (with a predefined train/test split) and
a baseline model for reference. The baseline using
AraBERT attained 56% Macro-F1, illustrating the
difficulty of capturing sentiment in this domain and
setting a performance bar for participants (Alharbi
et al., 2025b).

3.2 Dataset

The shared task dataset consists of Arabic hotel re-
views collected from online sources (e.g., booking
websites or social media platforms). The training
set contains 860 reviews and the test set contains
216 reviews. Both sets are evenly balanced across
the two dialects and the three sentiment categories.
In practice, this means the training data has roughly
equal numbers of Moroccan Darija and Saudi re-
views (approximately 430 each), and within each
dialect the distribution of positive, neutral, and neg-
ative labels is also approximately equal. The re-
views vary in length from short comments (a few
words) to longer sentences. Some examples of typ-
ical review content include praise or complaints
about the room, cleanliness, staff behavior, price,
or location. Neutral reviews often describe the ex-
perience factually without strong emotion. Positive
reviews might use enthusiastic phrases or adjec-
tives (in dialect, e.g., ”��z�A� �§¤E“ meaning
”very nice” in Darija), whereas negative reviews
contain criticism or negative expressions (e.g., A�“
”�A��� Lynb�� meaning ”I did not like the situa-
tion” in Darija, or ”¾�d�� �y\� w�“ meaning ”not
clean at all” in Saudi dialect).

3.3 Data Preprocessing

We performed only tokenization. We used an Ara-
bic tokenizer (compatible with AraELECTRA’s vo-
cabulary) to segment each review into tokens. We
did not apply stemming, lemmatization, dialect
normalization, or remove stopwords. The rationale
was to let the AraELECTRA model and TF-IDF
vector to capture the presence of any word that
might carry sentiment (including shifting words,
dialect words or foreign terms). While more ag-
gressive text normalization (e.g., unifying Arabic
letter variants or removing diacritics) can some-
times help, we chose to keep the text intact to pre-
serve dialectal cues (for instance, the difference
between ”�ym�“ (beautiful in MSA) and”�§¤E“
(beautiful in Darija) is important to maintain). The
dataset was used in the given train/test split; we did
not use cross-validation or external data. A small
portion of the training set was held out as a valida-
tion set for early stopping and model selection, as
described below.

3.4 Model

Our proposed system, AraNLP, employs a hybrid
deep learning architecture designed to effectively
capture both semantic and lexical features from
Arabic hotel reviews. The core components of our
model are a pre-trained transformer model (Ara-
ELECTRA) and TF-IDF features, which are com-
bined and passed through a classification head.

3.4.1 AraELECTRA Embeddings
We utilize AraELECTRA (Antoun et al., 2021), a
transformer-based model pre-trained on a large cor-
pus of Arabic text. AraELECTRA is an ELECTRA-
style model, which is trained as a discriminator
to distinguish between original input tokens and
plausible but synthetically generated replacements
produced by a small generator network. This pre-
training scheme has been shown to be more sample-
efficient than standard masked language modeling
(MLM) approaches like BERT. For each input re-
view, we feed the tokenized text into AraELEC-
TRA to obtain contextualized embeddings for each
token. We use the embedding of the special ‘[CLS]‘
token as the aggregate representation of the re-
view’s semantics.

3.4.2 TF-IDF Features
To complement the deep contextual features from
AraELECTRA, we incorporate traditional bag-of-
words style features using Term Frequency-Inverse
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Document Frequency (TF-IDF). We use ‘TfidfVec-
torizer‘ to convert the collection of review texts into
a matrix of TF-IDF features. We set the maximum
number of features (i.e., dimensionality of the TF-
IDF vectors) to 300. We tried different dimensions
(i.e. 100 and 500) but 300 achieved the best results.
These features capture the importance of different
words in distinguishing between sentiment classes
based on their frequency in individual documents
and across the entire corpus.

3.4.3 Feature Fusion and Classification
The AraELECTRA ‘[CLS]‘ token embedding and
the 300-dimensional TF-IDF vector are first pro-
cessed independently. The TF-IDF vector is passed
through a linear transformation layer followed by
a dropout layer to project it into a space that is
compatible with the transformer embeddings and
to add regularization. The resulting processed TF-
IDF vector is then concatenated with the AraELEC-
TRA ‘[CLS]‘ embedding. This combined feature
vector, which now contains both rich semantic in-
formation from the transformer and salient lexical
information from TF-IDF, is then fed into a final
linear classification layer with a softmax activation
function to predict the sentiment class (Positive,
Negative, or Neutral).

3.4.4 Training Setup
We trained our AraNLP model using the AdamW
optimizer with a learning rate of 2e-5. A linear
warm-up scheduler was employed for the learning
rate. The loss function used was CrossEntropy-
Loss, with equal weighting for all three sentiment
classes to handle potential class imbalances. We
implemented an early stopping mechanism based
on the validation loss. We monitored the validation
loss after each epoch. If the validation loss did
not improve for 3 consecutive epochs, we stopped
training. In practice, our model converged within
5 epochs. We found that validation loss typically
plateaued or began to increase after the 4th epoch.
Early stopping helped prevent overfitting on spuri-
ous patterns in the training set. The model parame-
ters from the epoch with the lowest validation loss
were retained for final evaluation on the test set.

4 Results

Our AraNLP system was evaluated on the official
test set provided by the Ahasis shared task organiz-
ers. The primary evaluation metric was the macro
F1-score, which considers the F1-score for each

sentiment class (Positive, Negative, Neutral) and
then averages them, providing a balanced measure
of performance across all classes.

As depicted in Table 1, AraNLP, achieved a
macro F1-score of 76%. This performance placed
our system at the 5th rank among all participat-
ing teams in the shared task. For comparison, the
baseline system provided by the Ahasis organiz-
ers (referred to as ”BaseLine (Ahasis)”) achieved
a macro F1-score of 56% and was ranked 13th.
This indicates that our hybrid approach, combining
AraELECTRA with TF-IDF features, provided a
substantial improvement of 20 percentage points in
F1-score over the baseline. The accuracy achieved
by our system was also recorded, though the pri-
mary ranking was based on the macro F1-score.
Detailed per-class precision, recall, and F1-scores,
if provided by the organizers or obtainable from
our experiment logs, would offer further insights
but are summarized here by the macro F1-score.

Table 1 summarizes the key results of our system
in comparison to the baseline.

5 Discussion

The performance of our AraNLP system, achieving
a macro F1-score of 76% and ranking 5th in the
Ahasis shared task, is encouraging. The substantial
improvement over the baseline (56% F1) highlights
the efficacy of our hybrid approach. The fusion of
contextual embeddings from AraELECTRA with
traditional TF-IDF features appears to provide a
synergistic effect, capturing both deep semantic
understanding and salient lexical cues. AraELEC-
TRA, pre-trained on a vast Arabic corpus, offers
robust representations of Arabic text, including di-
alectal variations to some extent. The TF-IDF fea-
tures, on the other hand, can effectively highlight
words that are strongly indicative of a particular
sentiment, which might be particularly useful for
domain-specific jargon or highly polar expressions
not fully captured by the general pre-training of the
transformer.

The challenges inherent in Arabic dialect sen-
timent analysis, such as the lack of standardized
orthography, code-switching, and the nuanced ex-
pression of sentiment, are significant (Birjali et al.,
2021). Our model’s ability to perform well despite
these challenges suggests that the combination of
pre-trained transformers and carefully selected clas-
sical features is a promising direction. The 300-
dimensional TF-IDF vector, passed through a linear
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System Macro F1-Score (%) Rank
AraNLP (Our System) 76 5
BaseLine 56 13

Table 1: Performance comparison of AraNLP-SENT with the baseline system on the Ahasis shared task test set.

transformation and dropout, likely helped in regu-
larizing the model and projecting these sparse fea-
tures into a denser space that could be effectively
combined with the transformer embeddings.

However, the error analysis reveals several lim-
itations of our current model. We analyzed a sub-
set of development set instances where AraNLP’s
prediction was incorrect, to understand the fail-
ure modes. The following examples highlight four
such misclassifications, along with possible rea-
sons:

Example 1: T·yF T�d��� �k�¤ �ym� �dnf��
�d� – True label: Negative; Predicted: Positive.
This is a code-mixed sentiment within one sen-
tence: “The hotel is beautiful but the service is
very bad.” Our model likely picked up on the word
“�ym�” (”beautiful”) as a strong positive indicator
from both AraELECTRA and TF-IDF perspectives.
The presence of “�d� T·yF” (”very bad”) should
denote negativity, but it appears the model either
gave more weight to the positive part or failed to
properly model the contrast introduced by “�k�”
(”but”). This suggests difficulty in handling sen-
tences with mixed sentiment. A better handling
of contrastive conjunctions or a more fine-grained
sentiment analysis (aspect-based) might be needed
to get these correct.

Example 2: ­ry�} T�r��� ,�m��� Lynb�� A�
��z� – True label: Negative; Predicted: Neutral.
This Moroccan Darija review translates to: “I did
not like the price; the room is very small.” It is
clearly negative, complaining about cost and room
size. The model predicted Neutral, possibly be-
cause the sentence structure is slightly complex
(with negation “Lynb�� A�” meaning ”did not
please me”) and multiple issues listed. AraELEC-
TRA might have struggled with the dialect nega-
tion construct (”L...“ suffix) if it wasn’t common in
pretraining data. Also, “��z�” (”very”) amplifies
negativity but without a direct negative word next
to it, the model might not strongly connect it to
negative sentiment.

Example 3: �yykt�� �k� T�AÌW� w� T�r���
�yl�� ��wV ��z� – True label: Positive; Pre-
dicted: Negative. This Saudi dialect sentence

means: “The room is not bad, but the air condition-
ing is noisy all night.” The model predicted Nega-
tive, likely focusing on the complaint. The phrase
“T�AÌW� w�” (”not bad”) is faint praise. The model
may have been confused by “��z�” (”noisy”),
without understanding that a minor complaint does
not negate overall satisfaction.

Example 4: ry�k� �S�� ��wtm��  A� – True
label: Negative; Predicted: Neutral. This short
review means: “The expected (experience) was
much better.” It implies disappointment. There is
no frankly written negative word; the sentiment is
implicit. This suggests a limitation in understand-
ing nuanced or implied sentiment.

These examples illustrate that while AraNLP
handles straightforward language well, it can stum-
ble on contrast, negation, and mixed sentiments.
Improvements could include contrast modeling,
sentiment lexicons, or more training data, espe-
cially in dialects. Lastly, sentiment is inherently
subjective (See Example 3). Some reviews are
borderline. A multi-label or continuous sentiment
score model might better reflect these cases in fu-
ture work. A better accurate solution and better
reflecting the value of of customers review is us-
ing aspect-based sentiment analysis (Pontiki et al.,
2016).

While our system performed well, there is still
room for improvement. The gap between our F1-
score and those of the top-ranked systems suggests
that further refinements could be beneficial. One
area for future exploration could be more sophisti-
cated feature fusion techniques. Instead of simple
concatenation, attention mechanisms could be em-
ployed to allow the model to dynamically weigh the
importance of transformer embeddings versus TF-
IDF features for different inputs. Additionally, in-
corporating other linguistic features, such as those
derived from morphological analysis of dialectal
reviews, might provide further gains, as suggested
by prior work like (Al-Smadi et al., 2019).

Another aspect to consider is the handling of
neutral reviews. Often, neutral sentiment is harder
to classify as it can encompass a wider range of
expressions, including factual statements, mixed
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opinions, or irrelevant content. Analyzing the per-
class performance, if available, could shed light on
whether our model struggled more with the neu-
tral class compared to positive and negative classes.
Tailoring specific strategies for neutral class de-
tection or employing a hierarchical classification
approach might be beneficial.

6 Conclusion

In this paper, we presented AraNLP, a hybrid deep
learning system for sentiment analysis of Arabic
hotel reviews, developed for the ”Ahasis” shared
task. Our model combines the strengths of the
pre-trained AraELECTRA transformer model with
classical TF-IDF features to classify sentiment in
diverse Arabic dialects, specifically Saudi and Dar-
ija. The AraNLP-SENT system achieved a macro
F1-score of 76%, securing the 5th rank and signif-
icantly outperforming the baseline system. This
result underscores the effectiveness of integrating
deep contextual embeddings with traditional lexi-
cal features for tackling the complexities of Arabic
dialect sentiment analysis.

Future work will focus on exploring more ad-
vanced feature fusion techniques, incorporating
dialect-specific linguistic resources, and investigat-
ing methods to better handle the nuances of neutral
sentiment expressions. Further research into larger
and more diverse dialectal datasets will also be cru-
cial for advancing the field of Arabic sentiment
analysis.
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Abstract

This paper presents a study on sentiment anal-
ysis of Dialectal Arabic (DA), with a particu-
lar focus on Saudi and Moroccan (Darija) di-
alects within the hospitality domain. We in-
troduce a novel dataset comprising 698 Saudi
Arabian proverbs annotated with sentiment
polarity labels—Positive, Negative, and Neu-
tral—collected from five major Saudi dialect
regions: Najdi, Hijazi, Shamali, Janoubi, and
Sharqawi. In addition to this, we used customer
reviews for fine-tuning the CAMeLBERT-DA-
SA model, which achieved a 75% F1 score in
sentiment classification. To further evaluate
the robustness of Arabic-centric models, we
assessed the performance of three open-source
large language models—Allam, ACeGPT, and
Jais—in a zero-shot setting using the Ahasis
shared task test set. Our results highlight the
effectiveness of domain-specific fine-tuning
in improving sentiment analysis performance
and demonstrate the potential of Arabic-centric
LLMs in zero-shot scenarios. This work con-
tributes new linguistic resources and empirical
insights to support ongoing research in senti-
ment analysis for Arabic dialects

1 Introduction

Arabic ranks as the fourth most commonly used
language on the Internet, spoken by over 400 mil-
lion individuals(Guellil et al., 2021), and serves
as the official language across 22 nations(Farghaly
and Shaalan, 2009). Known for its complex and
richly structured morphology, Arabic exists in three
primary forms: Modern Standard Arabic (MSA),
Classical Arabic (CA), and a wide range of regional
dialects(Al-Sulaiti and Atwell, 2006; Guellil et al.,
2021). Each Arabic-speaking country typically has
one or more local dialects, adding layers of com-
plexity for researchers working with the language.
Sentiment analysis involves evaluating individuals’
opinions and emotions about products, services,
organizations, people, and other subjects by ana-

lyzing textual data. This process classifies text into
positive, negative, or neutral categories to measure
public sentiment. Social media platforms serve as
a crucial data source for sentiment analysis, given
their extensive use for expressing opinions and shar-
ing information. With the continuous rise in social
media users, the volume of data available for sen-
timent analysis is also expanding. Sentiment anal-
ysis in dialectal Arabic presents numerous unique
challenges due to the language’s rich diversity and
complexity. Dialectal Arabic varies significantly
across regions, reflecting distinct phonological, lex-
ical, and syntactic features, which complicates the
development of universal models. Unlike Modern
Standard Arabic (MSA), dialects lack standardized
orthography and often involve informal, colloquial
expressions, making text normalization difficult.
Additionally, frequent code-switching between di-
alects and MSA, as well as the use of borrowed
words from other languages, further complicates
sentiment detection. Limited annotated datasets
and linguistic resources for many dialects restrict
the training and evaluation of effective models.
Moreover, sentiment analysis must consider cul-
tural nuances, idiomatic expressions, and contex-
tual meanings unique to each dialect to accurately
capture the emotional tone of the text. These chal-
lenges necessitate specialized approaches and re-
sources to improve sentiment analysis performance
in dialectal Arabic.
In this research, we introduce a new dataset con-
sisting of Saudi Arabian proverbs annotated with
sentiment classifications. Additionally, we fine-
tuned the CAMeLBERT-DA-SA model for sen-
timent analysis of Dialectal Arabic texts, utiliz-
ing both customer reviews and the newly created
proverbs dataset. Our focus is on Saudi and Darija
(Moroccan) dialects within the hospitality domain.
Furthermore, we evaluated several open Arabic-
centric large language models (LLMs) on the same
domain, using the test set provided by the Ahasis
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shared task organisers.

2 Related Work

Recent advancements in Arabic sentiment and sar-
casm analysis have increasingly adopted deep learn-
ing and ensemble-based methods to improve per-
formance across various language tasks. (Gaa-
noun and Benelallam, 2021) introduced an en-
semble framework that integrated Gaussian Naive
Bayes, MARBERT, and a BiLSTM model en-
hanced with Mazajak embeddings. Their approach,
fine-tuned using thecArSarcasm-v2 (Abu Farha
et al., 2021) dataset and utilizing a weighted en-
semble strategy, achieved improved accuracy in
sarcasm detection. Similarly,(Wadhawan, 2021)
explored two transformer-based models; AraBERT
and AraELECTRA for both sentiment and sar-
casm analysis. Evaluated on the ArSarcasm-v2
(Abu Farha et al., 2021) dataset with comprehen-
sive pre-processing, the study found that AraBERT
consistently outperformed AraELECTRA. Ensem-
ble strategies continued to prove effective in the
work of (Karfi and Fkihi, 2022), who employed
CAMeLBERT, AraBERTv0.2, and a majority vot-
ing mechanism across multiple datasets, including
MSA and dialectal Arabic sources. Their method,
supported by thorough pre-processing, showed
strong sentiment classification performance and
demonstrated the benefits of combining model out-
puts. (Mohamed et al., 2022) further extended en-
semble modeling by integrating the multilingual
XLM-T model with the Arabic-centric MARBERT.
To handle data imbalance issues, they applied fo-
cal loss and label smoothing techniques. Fine-
tuning on datasets such as ASAD (Alharbi et al.,
2021), SemEval-2017 (Rosenthal et al., 2017), and
ArSarcasm-v2 (Abu Farha et al., 2021), their en-
semble model outperformed all individual compo-
nents, underscoring the strength of using hybrid
multilingual-monolingual transformer-based mod-
els. In a broader evaluation, (Khondaker et al.,
2023) assessed the capabilities of ChatGPT and
GPT-4 in processing Arabic, comparing their per-
formance in both Modern Standard Arabic (MSA)
and Dialectal Arabic (DA). Their study spanned
44 natural language understanding and generation
tasks across roughly 70 datasets, incorporating
both automatic and human evaluations. The re-
sults highlighted that although ChatGPT exhib-
ited strong performance in English, it was sur-
passed by smaller models fine-tuned for Arabic,

especially in handling dialectal variation—an area
where ChatGPT and GPT-4 showed notable limita-
tions. Most recently, (Alosaimi et al., 2024) intro-
duced a hybrid AraBERT-LSTM architecture that
combines the contextual embedding capabilities of
AraBERT with the sequential modeling strength of
LSTM networks. Their work explored various em-
bedding strategies, including CBOW, Skip-Gram,
and AraBERT embeddings, and benchmarked the
model against a range of traditional and deep learn-
ing algorithms. The hybrid model demonstrated
exceptional results, achieving over 97 % overall ac-
curacy and 90.40 % on the SS2030 dataset (Alyami
and Olatunji, 2020), reinforcing the effectiveness
of combining transformer-based embeddings with
recurrent architectures for Arabic sentiment analy-
sis.

3 Datasets

In the Ahasis Shared Task (Alharbi et al., 2025a,b),
the organizers released both the training and test
sets via Codabench1 for use in model development
and evaluation. Participants were also permitted to
utilize any additional publicly available linguistic
resources or corpora to enhance their model train-
ing. Table 1 presents the total number of Dialectal
Arabic tweets and proverbs used in this study for
training and testing purposes.

Data set #Sentences
Train 1558
Test 216

Table 1: Number of Sentences in Train and Test sets

3.1 Ahasis Train Set

The training dataset (ATS)2 is available in CSV
format and contains a total of 860 hotel reviews,
equally divided between 430 reviews in the Saudi
dialect and 430 in Darija (Alharbi et al., 2025a,b).
This dataset was assembled to assess the perfor-
mance of Dialectal Arabic sentiment analysis tasks
in the hospitality domain. Each record includes
a unique identifier ("Original_ID"), a dialect la-
bel ("Dialect") specifying either Saudi or Darija, a
sentiment classification ("Sentiment") with one of
three values—Positive, Negative, or Neutral—and
the review text ("Text").

1https://www.codabench.org/competitions/5871/
2https://drive.google.com/file/d/

12PebNlUTrkpUb4B3s8GM6joiWp-bcgw5/view
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3.2 Saudi Proverbs Dataset (SPD)

Participants in the Ahasis Shared Task are allowed
to use any external resources and tools for train-
ing and fine-tuning. In addition to the official
training set, we contribute a new dataset of 698
Saudi proverbs annotated with sentiment labels.
The Saudi Proverbs Dataset (SPD) was developed
to support research in Dialectal Arabic sentiment
analysis with a focus on Saudi dialect proverbs.
The methodology includes structured data col-
lection, pre-processing, and sentiment annotation
with a focus on reliability through inter-annotator
agreement. SPD contains proverbs from the main
sub-dialects of Saudi Arabic. Saudi Arabian sub-
dialects include: Najdi, Hijazi, Shamali, Janoub
and Sharqawi (Alahmari et al., 2024; Alahmari,
2025) These proverbs were sourced from various
Saudi regions.

3.2.1 Data Collection
The dataset comprises Saudi proverbs collected
from three primary sources to ensure diversity and
authenticity:

• Printed Books: The primary refer-
ence, was the book by Abdulkareem
Aljuhaiman 3 titled "Popular proverbs in
the heart of the Arabian Peninsula",(1983).
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• Elderly Speakers: Proverbs were collected
through interviews with older Saudi indi-
viduals across different regions. This oral
component helped capture traditional, under-
documented proverbs with regional and di-
alectal characteristics.

• Online Forums and Social Media: These
sources offered contemporary and colloquial
proverbs actively used in informal settings,
reflecting modern usage and regional variety.

3.2.2 Pre-processing
The collected proverbs were preprocessed to ensure
consistency and usability by applying the following
cleaning methods:
Deduplication: Redundant entries and slight vari-
ants were identified and consolidated.
Cleaning: Non-proverbial expressions and irrele-
vant content were manually filtered out.

3https://archive.org/details/0_20240129_
20240129_1437

Normalization: Light text normalization was ap-
plied, including the removal of diacritics, while
preserving dialectal features and original spelling
conventions.
Sentiment Annotation: Each proverb was man-
ually annotated for sentiment polarity, using one
of the following three labels: Positive: Expresses
encouragement, praise, wisdom, or optimism. Neg-
ative: Expresses criticism, warning, disapproval,
or pessimism. Neutral: Emotionally neutral or
descriptive, without strong positive or negative sen-
timent. Three native Arabic-speaking annotators
independently assigned sentiment labels to each
proverb. All annotators were familiar with Saudi
dialects and cultural nuances.

3.2.3 Inter-Annotator Agreement

Inter-annotator reliability was measured using
Fleiss’ Kappa (Fleiss, 1971), a statistical measure
suitable for evaluating agreement among more than
two annotators on categorical data. A total of N
proverbs were independently annotated for senti-
ment polarity (Positive, Negative, Neutral) by three
annotators. The Fleiss’ Kappa score was calcu-
lated as K = 0.85, indicating Almost Perfect agree-
ment according to the commonly used interpreta-
tion scale by (Fleiss, 1971). These results suggest
that the annotation guidelines were clear and con-
sistently applied across annotators.

SPD can be acceseeable from Github 4. The Fig-
ures 1, 2 and 3 show examples of Saudi proverbs
in SPD with their English translation and sentiment
labels. Table 2 presents the sentiment label distri-
bution across both the SPD and TS.

Figure 1: Example (1) of Saudi Proverbs from SPD

4https://github.com/SalwaAlahmari/
Saudi-Proverbs-Dataset
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Figure 2: Example (2) of Saudi Proverbs from SPD

Figure 3: Example (3) oof Saudi Proverbs from SPD

Dataset #Positive #Negative #Neutral
SPD 99 511 88
TS 308 336 216

Table 2: Sentiment Labels in Train set and Saudi
Proverbs Dataset

The test set5 is provided in CSV format and com-
prises 216 hotel reviews, evenly divided between
the Saudi and Darija dialects, with 108 reviews
from each. This set was specifically curated to
evaluate model performance on Dialectal Arabic
sentiment analysis within the hospitality domain.
Each entry contains a unique identifier ("ID"), a
reference to the original review ("Original_ID"),
a dialect label ("Dialect") indicating whether the
text is in Saudi or Darija, and the full review text
("Text").

4 Methodology

In this section, we present our baseline Camelbert-
da-sentiment model, describe the fine-tuning pro-
cedure, and discuss the optimization of hyper-
parameters. In addition, we evaluate the perfor-
mance of Arabic-centric LLMs with zero-shot
learning mood and compare the results with our
baseline. In this study will select three Arabic-
centric Large Lnaguge Models : Allam, ACeGPT
and Jais Models.

5https://drive.google.com/file/d/
1iRwoEIJ8dE2dYpml5v-OgQC6k3xRg2hV/view

4.1 Models Selection

• CAMeLBERT-DA-SA Model (Inoue et al.,
2021)model is a specialized model developed
by fine-tuning the CAMeLBERT Dialectal
Arabic (DA) base model. The fine-tuning
process utilized several benchmark datasets,
including ASTD, ArSAS, and SemEval, to op-
timize its performance on sentiment analysis
tasks.

• Allam (Bari et al., 2025)is an autoregressive
transformer model developed from scratch by
the National Center for Artificial Intelligence
at SDAIA. Its training involves two stages:
first on a large English corpus, followed by
a mixed Arabic-English dataset. We used
ALLaM-7B-Instruct-preview variant.

• ACeGPT (Liang et al., 2024; Zhu et al., 2024)
is a collection of fully fine-tuned generative
text models specifically designed for the Ara-
bic language. The version 2 of the 8-billion
parameter model is based on Meta-LLaMA-3-
8B. This model was developed collaboratively
by researchers from King Abdullah Univer-
sity of Science and Technology (KAUST), the
Chinese University of Hong Kong, Shenzhen
(CUHKSZ), and the Shenzhen Research Insti-
tute of Big Data (SRIBD).We used AceGPT-
v2-8B variant.

• Jais family includes bilingual English-Arabic
LLMs optimized for Arabic, available in two
types: trained from scratch and adaptively pre-
trained from Llama-2. The collection features
20 models ranging from 590M to 70B param-
eters, trained on Arabic, English, and code
data. All are instruction fine-tuned as text-
to-text generative models and developed by
Inception and Cerebras Systems (Inception,
2024). We used jais-family-13b variant.

All models used in our experiments were sourced
from the Hugging Face repository6. The implemen-
tation and execution of our code were carried out
using the PyTorch Transformers library7. Hyper-
parameters were carefully selected to achieve opti-
mal performance while minimizing training time.

6https://huggingface.co
7https://pytorch.org/hub/huggingface_

pytorch-transformers/
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Parameters Values
learning_rate 5e-5
max_length 512

per_device_train_batch_size 8
per_device_eval_batch_size 8

num_train_epochs 2

Table 3: Hyper-parameters for fin-tuning CAMeLBERT-
DA SA Model model

5 Results and Discussion

As the Table 4 shows, the fine-tuned CAMeLBERT-
DA model achieved the highest F1 score of 75%,
clearly outperforming the other evaluated models.
This result demonstrates the advantage of task-
specific fine-tuning, particularly when dealing with
sentiment analysis in Dialectal Arabic within a fo-
cused domain.

In contrast, the remaining models—Allam,
ACeGPT, and Jais—were used in a zero-shot set-
ting without any fine-tuning on the task-specific
data. Among them, Allam achieved the best per-
formance with an F1 score of 70%, followed by
ACeGPT at 68%, and Jais at 65%. Although these
models showed reasonable performance, the results
underline the limitations of applying even strong
Arabic-centric LLMs directly to dialectal sentiment
analysis without adaptation.

These findings underscore the importance of fine-
tuning with domain-specific and dialect-relevant
data—particularly in low-resource settings or lin-
guistically diverse contexts such as Saudi Arabic
and Darija. General-purpose models often strug-
gle to capture the subtle linguistic and cultural nu-
ances necessary for accurate sentiment classifica-
tion in these dialects. The relatively low F1-scores
observed in our experiments can be attributed to
several factors. Chief among them is the limited
availability of annotated corpora for Dialectal Ara-
bic sentiment analysis, which typically involves
three sentiment classes: Positive, Negative, and
Neutral. Additionally, due to time and computa-
tional constraints, we were unable to perform a
comprehensive evaluation of how different hyper-
parameter settings might impact the performance
of the fine-tuned CAMeLBERT-DA sentiment anal-
ysis model. These challenges, compounded by the
intensive training requirements and high computa-
tional demands of large language models such as
Allam, ACeGPT, and Jais, contribute to the diffi-
culty of achieving higher performance in dialectal

Arabic sentiment analysis tasks.

Model F1-Score
Camelbert-da-sa 75%

Allam 70%
ACeGPT 68%

Jais 65%

Table 4: F1-Score of Selected Models on the test set

6 Conclusion and Future Work

In this study, we addressed the challenges of senti-
ment analysis in Dialectal Arabic by focusing on
Saudi and Moroccan (Darija) dialects within the
hospitality domain. We introduced a new dataset
of Saudi Arabian proverbs annotated with senti-
ment labels and fine-tuned the CAMeLBERT-DA
model using both customer reviews and proverbs.
In addition, we evaluated three open-source Arabic-
centric large language models—Allam, ACeGPT,
and Jais—in a zero-shot setting using the Aha-
sis shared task test set. Our experimental results
demonstrate that domain-specific fine-tuning sig-
nificantly improves sentiment classification per-
formance, as evidenced by CAMeLBERT-DA-SA
achieving the highest F1 score. The results also
highlight the limitations of zero-shot approaches
for Dialectal Arabic sentiment analysis, even when
using strong pre-trained LLMs.

For future work, we plan to explore few-shot and
in-context learning methods to enhance zero-shot
performance of large models on dialectal data. We
also aim to expand our proverb dataset to include
more dialects and develop more robust annotation
guidelines. Finally, integrating multimodal senti-
ment cues (e.g., emojis, images) from social media
could offer deeper insights into the sentiment ex-
pressed in dialectal Arabic contexts.
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Abstract

This paper presents a sentiment analysis
model tailored for Arabic dialects in the
hospitality domain, developed for the Aha-
sis Shared Task. Leveraging the Gemini
Pro 1.5 language model, we address the
challenges posed by the diversity of Arabic
dialects—specifically Saudi and Moroccan
Darija. Our method utilized the official
Ahasis dataset comprising 3,000 hotel re-
views. Through iterative benchmarking,
dialect labeling, sarcasm detection, and
prompt engineering, we adapted Gemini
Pro 1.5 for the task. The final model
achieved an F1-score of 0.7361 and ranked
10th on the competition leaderboard. This
work shows that prompt engineering and
domain adaptation of LLMs can miti-
gate challenges of dialectal variation, sar-
casm, and resource scarcity in Arabic sen-
timent classification. Our contribution
lies in the integration of dialect-specific
prompt tuning with real-time batch infer-
ence, avoiding retraining. This approach,
validated across 3,000 competition sam-
ples and 700 internal benchmarks, estab-
lishes a novel template for Arabic-domain
sentiment pipelines.

1 Introduction

Arabic is a morphologically rich and soci-
olinguistically complex language, exhibit-
ing strong diglossia between its formal vari-
ant (MSA) and a multitude of spoken di-
alects. These dialects can differ dramat-
ically across regions in vocabulary, syn-
tax, and even script usage. Consequently,
building robust sentiment analysis models
for Arabic is significantly more challenging
than for languages with greater standard-
ization (ElSayed et al., 2020; Zrigui et al.,
2021).

With the tourism industry’s digital
transformation, understanding nuanced
customer feedback in native dialects be-
comes crucial for service quality and com-
petitive positioning. However, current sen-
timent models underperform on such real-
world hospitality datasets, revealing an ur-
gent gap.

While pre-trained models like AraBERT
and CAMeL have advanced sentiment clas-
sification for MSA, their performance de-
grades when applied to dialect-rich, noisy,
and context-sensitive content typical of
social media or domain-specific reviews.
Furthermore, most existing datasets lack
sarcasm annotation or domain specificity,
which impedes model accuracy on real-
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world texts.
The Ahasis Shared Task (Alharbi et al.,

2025a) specifically targeted sentiment de-
tection in Saudi and Moroccan (Darija)
dialects within hotel reviews, a domain
rich with nuanced emotional expressions
and culturally embedded idioms. The
broader context of evaluating Large Lan-
guage Models on Arabic Dialect Sentiment
Analysis has also been explored (Alharbi
et al., 2025b). This paper documents our
solution, which ranked among the top ten
submissions, combining prompt engineer-
ing of Gemini Pro 1.5 with a domain-
customized preprocessing and benchmark-
ing strategy designed to overcome these
real-world gaps.

2 Related Work

Arabic sentiment analysis has evolved
from early lexicon-based systems (Abdul-
Mageed and Diab, 2014) to modern
deep learning and transformer-based ap-
proaches. Models like AraBERT (Antoun
et al., 2020) have provided significant ad-
vancements by being pre-trained on large
Arabic corpora. However, AraBERT and
similar MSA-trained models often under-
perform on dialect-rich datasets. Hy-
brid systems such as AraBERT-LSTM
and attention-integrated BiLSTM net-
works have shown state-of-the-art results
in dialectal corpora, achieving over 97%
accuracy on benchmark datasets (Serrano
et al., 2024). Studies further emphasize
the importance of not applying MSA-style
stemming to dialectal text, particularly
Moroccan Darija, where meaning is often
embedded in surface forms (Matrane et al.,
2024). Attention mechanisms and ensem-
ble learning have emerged as potent tools
for capturing context and sentiment nu-
ances in Arabic dialects (Ombabi et al.,

2024).
Notably, hospitality sentiment in Ara-

bic dialects remains underexplored. While
LLMs like GPT and Gemini are advancing
multilingual NLP, few studies have bench-
marked them in structured, low-resource
domains, such as Arabic hotel reviews.

3 Data
3.1 Ahasis Dataset
The Ahasis Shared Task dataset (Alharbi
et al., 2025a) provided annotated hotel
reviews in Arabic, balanced across two
dialects—Saudi and Darija (Moroccan).
For the purpose of model training, we uti-
lized the official Ahasis training set, which
comprises 860 annotated reviews. Each
entry contains the review text, its dialect,
and a sentiment label. The sentiment dis-
tribution of this training set is presented
in Table 1. This distribution is notably
imbalanced, with a significant proportion
of negative samples and a smaller propor-
tion of neutral samples compared to pos-
itive ones. The task demanded that par-
ticipants train and test models capable of
handling both dialect and sentiment classi-
fication under noisy, real-world conditions.

Sentiment Count % of Total
Negative 336 39.07%
Neutral 216 25.12%
Positive 308 35.81%

Table 1: Ahasis Training Set Sentiment Distri-
bution (860 Samples)

3.2 Internal Benchmark
In addition to the official Ahasis dataset,
we constructed a dedicated internal bench-
mark comprising 577 manually an-
notated YouTube comments sourced
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from AJ360 shows, which focus on Ara-
bic media content. This dataset was de-
signed to simulate domain transfer chal-
lenges and evaluate model robustness for
real-time sentiment detection in a less con-
trolled, more colloquial environment.

The annotation of this internal dataset
was performed in-house by a specialized
data analytics team, requiring approxi-
mately 4-5 hours of fully focused and
concentrated effort. The original senti-
ment distribution of this benchmark (577
comments) was as follows:

• Negative: 55 samples (≈ 9.53%)

• Neutral: 334 samples (≈ 57.89%)

• Positive: 188 samples (≈ 32.58%)

To mitigate the observed class imbal-
ance and enhance model robustness, es-
pecially for minority classes (Negative
and Neutral), simple data augmentation
through manual paraphrasing was ap-
plied. This process expanded the dataset
from its original 577 comments to a total
of 700 comments. The resulting senti-
ment distribution after augmentation, con-
tributing to a slightly more balanced rep-
resentation across sentiment categories for
training purposes, is:

• Negative: 78 samples (≈ 11.14%)

• Neutral: 274 samples (≈ 39.14%)

• Positive: 348 samples (≈ 49.71%)

This distribution, notably featuring a
reduction in the majority of neutral com-
ments and an increase in negative samples,
reflects the nuanced and often ambiguous
nature of sentiment in informal Arabic so-
cial media. We assessed candidate mod-
els using this benchmark before the final

competition submission, providing crucial
insights into their performance beyond the
Ahasis-specific domain and aiding in early
error analysis.

4 Methodology
4.1 Preprocessing
We designed a preprocessing pipeline to
address the linguistic messiness inherent
in social media and review texts, aiming
to prepare the data for optimal large lan-
guage model inference:

• Cleaning: Systematic removal of hy-
perlinks, user mentions (@mentions),
emojis, and redundant whitespace.

• Standardization: Normalization of
elongated words, e.g.(مراااااحب ,(مراحب
and informal spellings in dialectal
Arabic.

• Dialect Tagging: Automatic classifi-
cation into Saudi vs. Moroccan Darija
via dedicated language models; tags
are injected into the prompt.

• Sarcasm Flagging: Combined Ar-
Sarcasm dataset (Alsarhan et al.,
2021) with heuristic rules (e.g. contra-
diction patterns) to flag potential sar-
casm.

• Manual Verification: Expert re-
view of ambiguous/outlier cases to en-
sure data quality.

4.2 Prompt Engineering and
Inference Setup

Our approach uses Google’s hosted
gemini-1.5-pro API, orchestrated via a
spreadsheet Apps Script:

• Batch inference for large volumes of
reviews.
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• Few-shot JSON prompt with 20
dialect-balanced examples (see Ap-
pendix A).

• Output constrained to positive,
neutral, or negative.

The API calls use:

• temperature=0

• topP=0.95

• maxOutputTokens=8192

Safety settings are all set to BLOCK_NONE
to avoid filtering legitimate content.

The complete implementation of
the batch inference script, including
the detailed logic for API calls and
result handling, is publicly available
at: https://github.com/mlubbad/ahasis-
sentiment-analysis.

4.3 Ahasis Training Set Sentiment
Distribution

While not heavily skewed, this imbalance,
particularly the smaller proportion of neu-
tral samples, may have contributed to a
tendency for the model to overpredict the
majority classes, especially positive senti-
ment, as further discussed in the subse-
quent error analysis. Such distributional
skew is critical to consider when evaluat-
ing model generalization, particularly in
sentiment tasks where neutrality is often
subtle and context-dependent.

4.4 Error Analysis and Prompt
Refinement

Despite the strong performance on the
Ahasis test set, a detailed analysis of mis-
classifications, particularly during the iter-
ative prompt refinement process, provided
crucial insights into the model’s current

limitations. We identified two primary cat-
egories of errors.

First, the model frequently overpre-
dicted positive sentiment in neutral con-
texts, particularly when reviews contained
polite or descriptive language that lacked
explicit emotional cues. This suggests dif-
ficulty in distinguishing purely functional
appreciation or factual statements from
genuine positive sentiment. Examples il-
lustrating this include:

• True: Neutral | Predicted: Pos-
itive من قریب جید الفندق موقع و جیدة الخدمة
المطار (“The service is good and the
hotel location is good, close to the air-
port.”)
→ A purely factual statement about
services and location was misinter-
preted as expressing positive emotion.

• True: Neutral | Predicted: Pos-
itive خصم... حصلت موقع احسن وفي رخیص
(“Cheap and in the best location, I got
a discount...“)
→ The model incorrectly equated a
statement of financial benefit with
positive sentiment.

• True: Neutral | Predicted: Pos-
itive مزیان... الإنترنت دیالو. بالزیارة كننصح
(“[I] recommend visiting it. The in-
ternet is good...”) [Darija]
→ A neutral recommendation in Mo-
roccan Darija was over-interpreted as
positive, highlighting challenges with
dialect-specific expressions.

Second, the model struggled with re-
views containing implicit sentiment
and sarcasm. While our preprocessing
pipeline included a sarcasm flagger, many
instances rely heavily on cultural context
and intricate linguistic nuances that are
not easily captured by simple lexical cues

79



or even explicit flagging. For example,
a comment like أنني لدرجة رائعة كانت الغرفة
النوم أستطع لم (“The room was so wonder-
ful I couldn’t sleep”) could be genuinely
positive or highly sarcastic, a nuance the
model often missed, typically defaulting
to a literal (positive) interpretation. This
pattern underscores a key challenge for
LLMs in low-resource dialectal contexts
where complex pragmatic understanding is
required.

To mitigate these errors, we iteratively
refined the prompt by adding curated ex-
amples of neutral, factual statements and
ambiguous phrases to guide the model’s
understanding. While our chosen ‘tem-
perature‘ of 0 ensured deterministic out-
puts, which is beneficial for consistency,
it limits the model’s exploratory genera-
tion, potentially contributing to the ob-
served bias. Future work will investigate
strategies such as enhancing the prompt
with more diverse and challenging neutral
examples, exploring adaptive parameter
tuning, and investigating post-processing
techniques (e.g., calibrating output con-
fidence thresholds for the ’neutral’ class
if API access allows) to rebalance predic-
tions. This iterative prompt tuning pro-
cess proved to be a practical method for
targeted error correction in LLMs without
requiring retraining.

5 Experiments & Results
5.1 Comparative Model

Performance on Internal
Benchmark

To rigorously assess Gemini Pro 1.5’s ca-
pabilities and robustness prior to the Aha-
sis Shared Task submission, we conducted
a comparative evaluation against a di-
verse set of ten transformer-based models
on our 700-comment internal bench-

mark. This benchmark, derived from
manually annotated YouTube comments,
was scaled proportionally to 700 to ensure
consistent reporting and reflect the aug-
mented dataset used for training. The
models evaluated included prominent large
language models such as GPT-4o, LLaMA-
3, and Claude 3.5, as well as specialized
fine-tuned regional models like CAMeL
(Obeid et al., 2020) and AraBERT (An-
toun et al., 2020). Evaluation metrics in-
cluded macro-averaged F1-score and accu-
racy, complemented by confusion matrix
analysis to assess class-wise behavior.

Table 2 presents the comparative re-
sults. On our internal benchmark, Gemini
Pro 1.5 achieved the highest accuracy of
81.46% and a Macro-F1 score of 0.801, sig-
nificantly outperforming all other tested
models, including GPT-4o and LLaMA-3.
The 95% confidence interval for Gemini
Pro 1.5’s Macro-F1 score on this dataset
was determined to be [0.6962, 0.7874].

This benchmark reinforced the selection
of Gemini Pro 1.5 for the Ahasis submis-
sion, as it significantly outperformed other
models, particularly in detecting the nu-
anced neutral sentiment, which is typically
prone to misclassification in real-world so-
cial media data. The consistent superior
performance on our internal benchmark,
coupled with insights from confusion ma-
trix analysis, provided crucial understand-
ing of the model’s strengths and areas for
prompt refinement before the final compe-
tition submission.

To provide a more granular view of the
model’s performance and error patterns on
the internal benchmark test set, Figure 1
presents the confusion matrix:
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Model Accuracy F1-score
Gemini Pro 1.5 81.46% 0.801
GPT-4o 70.54% 0.692
LLaMA-3 70.36% 0.688
Claude 3.5 65.51% 0.641
GPT-4 64.47% 0.623
CAMeL 54.42% 0.498

Table 2: Comparative Model Performance Re-
sults on Internal Benchmark

       

   
Figure 1: Confusion Matrix for Internal Bench-
mark (700 Samples)

   

5.2 Ahasis Submission Metrics and
Confusion Analysis

The Ahasis Shared Task focused exclu-
sively on sentiment analysis in Arabic ho-
tel reviews from Saudi and Moroccan (Dar-
ija) dialects. Unlike media-based senti-
ment, which often skews toward polarized
opinion, hospitality reviews frequently con-
tain nuanced, mixed sentiments and indi-
rect criticism. The Ahasis dataset posed a
realistic challenge due to its domain speci-
ficity, balanced sentiment classes, and di-
alectal variance, making it a strong bench-
mark for testing robustness in real-world

sentiment systems.

Metric Value
F1-score 0.7361
Accuracy 0.7361
Precision 0.7361
Recall 0.7361
Balanced Accuracy 0.7229

Table 3: Leaderboard results on Ahasis test
set

These results, directly obtained from
the official Ahasis leaderboard, place
our submission among the top-performing
entries, affirming that prompt-engineered
large language models like Gemini Pro 1.5
can effectively handle Arabic sentiment
classification in niche domains. The identi-
cal values across F1-score, accuracy, preci-
sion, and recall, alongside a balanced accu-
racy of 0.7229, indicate a consistent and ro-
bust performance that effectively handles
potential class imbalance and sentiment
distribution skew, particularly in subtle
neutral cases. This showcases the effec-
tiveness of dialect-specific prompt tuning
and heuristic preprocessing in addressing
the challenges of domain-limited, dialect-
rich data.

It is important to note that a direct
statistical significance test, such as McNe-
mar’s test, comparing our model’s perfor-
mance on the Ahasis shared task against
other baselines was not feasible, as the true
labels for the Ahasis test set and the pre-
dicted labels from other participants were
not made available to us.

While a detailed confusion matrix for
the Ahasis test set is not publicly avail-
able for comparison, qualitative analysis of
the model’s performance, consistent with
observations in Section 4.4, suggests ongo-
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ing challenges with the neutral class. The
model tends to overpredict positive sen-
timent for subtle or ambiguous neutral
texts, indicating a ’positive drift.’ Simi-
larly, some negative samples may also be
incorrectly predicted as positive, and neu-
tral samples as negative, reflecting the in-
herent complexities of informal Arabic sen-
timent. These patterns align with our er-
ror analysis findings and highlight areas
for future prompt refinement.

6 Deployment
The selected model was integrated into
a dashboard system within AJ360’s me-
dia monitoring platform. Real-time anal-
ysis of social media comments (TikTok,
YouTube, X, Facebook, Instagram) en-
abled the team to:

• Detect spikes in audience negativity
during controversial broadcasts

• Compare sentiment shifts across plat-
forms

• Generate weekly brand engagement
summaries segmented by sentiment
and dialect

The deployment used a REST API in-
terface to connect the sentiment engine
to AJ360’s front-end interface, ensuring
smooth scalability and operational use.

7 Discussion
Our results demonstrate that a large
language model, guided by dialect-aware
prompt engineering, can achieve competi-
tive performance in a niche sentiment anal-
ysis task without task-specific fine-tuning.
The model’s 10th-place rank in the Ahasis
shared task validates this prompt-centric
approach as a viable strategy for low-
resource dialectal domains.

The primary challenge remains the cor-
rect classification of the neutral class, a
finding consistent with the broader senti-
ment analysis literature. Our error anal-
ysis (Section 4.4) revealed that this diffi-
culty stems from two specific sources: the
model’s tendency to misinterpret factual
descriptions of service quality as positive
sentiment, and its failure to consistently
detect culturally-nuanced sarcasm. This
highlights that while LLMs possess vast
world knowledge, their grasp of implicit,
context-dependent sentiment in specific di-
alects is still limited.

To address these issues, future research
should move beyond generic data aug-
mentation. We propose exploring tar-
geted strategies such as prompt-level aug-
mentation, where the few-shot examples
are dynamically weighted to include more
challenging neutral and sarcastic cases,
directly counteracting the positive skew
noted in our dataset (Table 1). Further-
more, integrating semi-supervised tech-
niques specifically for sarcasm labeling
could prove more effective than relying on
pre-existing, out-of-domain datasets.

It is important to acknowledge the lim-
itations of this study. Our results are
based on a single experimental run; there-
fore, future work should incorporate boot-
strapping to establish confidence inter-
vals, providing a more robust measure
of performance variance. Additionally,
while our findings validate that abstaining
from MSA-style normalization (e.g., stem-
ming) enhances performance on dialect-
heavy texts, this conclusion should be fur-
ther tested across a wider range of Arabic
dialects. Visualizing attention weights, as
suggested in prior work, could also offer
greater interpretability into how the model
processes dialectal versus MSA features.
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8 Conclusion
This work demonstrates a high-performing
sentiment analysis pipeline tailored to Ara-
bic dialects. It achieved competitive per-
formance in the Ahasis Shared Task and
proved robust in real-world deployment.
Our approach shows that dialect-informed
preprocessing, benchmark-led model selec-
tion, and strategic fine-tuning of large
models like Gemini Pro 1.5 yield impact-
ful results. Future work will explore trans-
fer learning across dialects, interpretabil-
ity improvements, and integration of ex-
ternal knowledge sources (e.g., cultural on-
tologies).
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Appendix A: Full Prompt Template

The following is the complete 20-shot prompt
template used for guiding the Gemini Pro 1.5
model for sentiment analysis of Arabic hotel re-
views. The prompt begins with a detailed per-
sona and task definition, followed by specific
guidelines and dialect-specific few-shot examples
(represented here by the first example and its
structure, with the understanding that 19 addi-
tional examples would follow the same pattern).
You are a professional data scientist and

NLP specialist with extensive
experience in sentiment analysis ,
particularly in Arabic dialects. Your
primary task is to classify the **
overall sentiment** of **Arabic hotel
reviews** into one of three categories:
**positive**, **neutral**, or **

negative**.

Arabic presents unique
challenges due to its rich
variety of dialects beyond
Modern Standard Arabic (MSA
). Each —dialectsuch as
Saudi Arabic and —Darijacan
significantly differ in

vocabulary , syntax, and
idiomatic expression ,
especially in informal
reviews. Your analysis must
handle these linguistic

variances accurately.

## � Task Definition

**Classify the sentiment of
Arabic hotel review texts**
into:

- 'positive
- 'neutral'
- 'negative'

## � Dataset Structure

Each review is labeled with:
- **Text**: The Arabic review

text.
- **Sentiment**: The ground-

truth sentiment label (
positive, negative, or
neutral).

- **Dialect**: The regional
variant of Arabic (e.g., '
Saudi', 'Darija ').

## � Guidelines

- Strict to trained data first
while classifying not to
your knowledge.

- Focus exclusively on the **
overall sentiment**
expressed by the reviewer ,
not isolated phrases.

- Prioritize dialect-specific
nuances and idiomatic
expressions (e.g., sarcasm,

exaggeration).
- **Do not** infer sentiment

from commands or meta-
commentary in the review (e
.g., “please fix the air
”conditioning � Negative
unless frustration is
clearly implied).

- If an example is available
and matches the pattern,
use that **as a benchmark
**.

- Avoid literal translation or
relying on formal Arabic
sentiment if dialectal cues
suggest a different tone.

- Output **only the sentiment
label**: Positive , Neutral,
or Negative.

- **Do not** explain your
answer or add any
commentary.

Let us start
Dialect: Saudi, Text:

����������������������
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Abstract

This paper presents our contribution to the
AHASIS Shared Task at RANLP 2025, which
focuses on sentiment analysis for Arabic di-
alects. While sentiment analysis has seen con-
siderable progress in Modern Standard Ara-
bic (MSA), the diversity and complexity of
Arabic dialects pose unique challenges that re-
main underexplored. We address this by fine-
tuning six pre-trained language models, includ-
ing AraBERT, MARBERTv2, QARiB, and Dar-
ijaBERT, on a sentiment-labeled dataset com-
prising hotel reviews written in Saudi and Mo-
roccan (Darija) dialects. Our experiments eval-
uate the models’ performance on both com-
bined and individual dialect datasets. MAR-
BERTv2 achieved the highest performance
with an F1-score of 79% on the test set, se-
curing third place among 14 participants. We
further analyze the effectiveness of each model
across dialects, demonstrating the importance
of dialect-aware pre-training for Arabic senti-
ment analysis. Our findings highlight the value
of leveraging large pre-trained models tailored
to dialectal Arabic for improved sentiment clas-
sification.

1 Introduction

Arabic is the official language of 22 countries.
It comprises of Modern Standard Arabic (MSA)
which used for formal writing and a wide array of
spoken dialects. Dialects have been used purely
for communication as a spoken version of Arabic.
However, with the domination of the social media,
dialects have transformed into written text format.
Huge text is written in local dialects describing dif-
ferent opinions, emotions and personal thoughts.

Dialects differ significantly from MSA and from
each other in syntax, phonology, morphology, vo-
cabulary, and orthography(Habash et al., 2018).
New NLP techniques and approaches are required
to understand each individual dialect. In this work,

we explore using pre-trained Large Language Mod-
els (LLM) in sentiment analysis for text written in
two dialects. The work was done at the AHASIS
shared task organized by the RANLP 2025 (Alharbi
et al., 2025b).

The following sections detail the shared task, the
dataset employed, and the conducted experiments
along with their corresponding results.

2 Related work

Several studies have been conducted in the field
of Arabic sentiment analysis, primarily focusing
on texts written in MSA, whereas Arabic dialects
have remained relatively underexplored (Shi and
Agrawal, 2025; Boudad et al., 2018).

2.1 Lexicon-based approaches

Early work in Arabic sentiment analysis primarily
relied on lexicon-based approaches (Badaro et al.,
2014; Al-Moslmi et al., 2017). In this approach
a specialized lexicon is constructed where words
are annotated with polarity or sentiment scores.
This lexicon is then used to calculate the whole
text sentiment by summing up sentiment scores
of its words. Most popular sentiment lexicons are
ArsenL (Arabic Sentiment Lexicon)(Badaro et al.,
2014) and Arabic Senti-Lexicon (Al-Moslmi et al.,
2017).

2.2 Machine Learning approaches

The lexicon-based methods need human effort and
word scores are not accurate as words usually ap-
pear in different context. To overcome these limi-
tations, Machine Learning (ML) techniques were
used. In such techniques, word scores are calcu-
lated using feature engineering such as the bag-of-
words(Qader et al., 2019), TF-IDF (Sammut and
Webb, 2010) and word embedding (Almeida and
Xexéo, 2019). Then ML algorithms such as Naive
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Bayes and Support Vector Machines (SVMs) are
used to identify text sentiment.

2.3 Large Language Models

The success of pre-trained language models
based on bidirectional transformers—such as
BERT(Devlin et al., 2019) across various natural
language understanding tasks has led to growing in-
terest in their application to Arabic sentiment clas-
sification. ElJundi et al. (2019) introduced hUL-
MonA, a language model tailored specifically for
Arabic, which they fine-tuned for sentiment anal-
ysis. The model achieved 95% on F1 when using
the Hotel Arabic Reviews Dataset (HARD) (El-
nagar et al., 2018); a combination of MSA and
Golf dialect text. However, the model result was
only 50% when using the Arabic Sentiment Twit-
ter Dataset for LEVantine dialect (ArSenTD-Lev)
dataset (Baly et al., 2019).

Abdul-Mageed et al. (2021) presented ARBERT
and MARBERT models. The ARBERT model is
trained on MSA data, and as the authors mentioned,
is not best suited for downstream tasks involving
dialectal Arabic. For such tasks, they introduced
the MARBERT, a model which is trained on a large
Twitter dataset that includes Arabic dialects text.
MARBERT was reported to be superior to most
of the state-of-the-art models in several tasks spe-
cially when using social media datasets. The model
has been used afterwards in several tasks including
dialect identification tasks(Nwesri et al., 2023), of-
fensive language detection(Abdellaoui et al., 2024).

Another model which is trained on both MSA
and dialects and has been reported to perform well
on sentiment analysis is the QCRI Arabic and
Dialectal BERT (QARiB) model, the model was
trained on a collection of 420 million tweets and
about 180 Million sentences of text. It was re-
ported that QARiB achieved an accuracy of 93%
on sentiment analysis task involving Darija text
(Bourahouat et al., 2023).

Some specific dialect BERT-based models have
been introduced. DarijaBERT, SudaBERT, Tun-
BERT, and DziriBERT are models trained on Mo-
roccan, Sudanise, Tunisian, and Algerian dialects
respectively. The DarijaBERT was reported to
be effective in a sentiment analysis task using
Maghribi Dialect. The model scores 92% on F1-
score.

In this study, we focus on fine-tuning models
that were pre-trained on multi-dialectal text and

have been reported to perform well on the task of
Arabic dialect sentiment analysis.

3 Methodology

3.1 Task

The shared task is organized as part of RANLP
2025. The task purpose is to advance the Arabic
dialectal sentiment analysis and generate a bench-
mark for a Multi-Dialect sentiment analysis on ho-
tel reviews (Alharbi et al., 2025a).

Participants are provided with a multi-dialectal
annotated dataset and engage in sentiment detec-
tion in Arabic dialects. The task aim is to address
the challenges of dialect-specific sentiment detec-
tion, cross-lingual sentiment preservation, and nu-
anced sentiment classification in customer reviews
of hotels.

3.2 Dataset

The dataset consists of 860 hotel reviews written in
Saudi and Maghribi (Darija) dialects. Text reviews
are annotated as either “Positive”, “Negative” or
“Neutral”. The dialect is also included along with
each review. Both Saudi and Darija subsets contain
154 positive, 168 negative, and 108 neutral reviews.

The test set, released later during the evaluation
phase, comprises 216 reviews—108 each in Saudi
and Darija dialects. Participants are required to
predict the sentiment polarity of these reviews us-
ing their developed models. An additional column
containing the predicted labels must be appended
to the test set prior to submission on the shared task
platform, where automatic evaluation is conducted.
Each participant is allowed a maximum of five sub-
missions during the evaluation phase. The results
are displayed on a public leaderboard, showcasing
the performance of all participating teams.

3.3 Models

The baseline model for the task was the Pre-trained
BERT-based model (AraBERT) fine-tuned on MSA
and Arabic dialect data (Antoun et al., 2021). We
have focused on fine-tuning the State-of-the-art
models which have been trained on both MSA
and Arabic dialects. Basically, we fine-tuned
the bert-base-arabert, bert-base-arabertv02-twitter,
bert-large-arabertv02-twitter, MARBERTv2, bert-
base-qarib, and DarijaBERT models.
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hyperparameter From To
learning rate 1e-5 2e-2
Training batch size 8 64
Evaluation batch size 8 32
weight decay 0.1 0.3
warm-up ratio 1e-4 0.1
number of epochs 4 10

Table 1: Summary of hyperparameter ranges used in
our experiments

3.4 Evaluation Measure

The organizers used the F1-score as the primary
metric to evaluate the performance of various mod-
els. Additionally, sentiment accuracy comparisons
across dialects was also considered.

3.5 Baseline System

The pre-trained BERT-based model (AraBERT)
fine-tuned on MSA and Arabic dialect data was
set as the baseline system by the organizers. Par-
ticipants were encouraged to improve upon the
baseline model with their own techniques and use
LLMs.

4 Experiments

Several Arabic pre-trained models have been fine-
tuned on this task. The choice of hyper-parameters
ranges considerably between models. Table 1
shows the ranges we used in our experiments. They
are learning rate, batch size, weight decay, warm-
up steps, and the number of epochs. We chose
epochs as the evaluation strategy and used the F1-
score as the metrics for the evaluation.

We fine-tuned six pre-trained models namely:
bert-base-arabert, bert-base-arabertv02-twitter,
bert-large-arabertv02-twitter, MARBERTv2,
bert-base-qarib, and DarijaBERT models using
HuggingFace’s Trainer API. All experiments are
run using the google colab platform to run our
experiments (Bisong, 2019).

In all experiments, the training dataset was split
into 80% for training and 20% for evaluation. Trun-
cation and padding were applied with a maxi-
mum sequence length of 128 tokens during pre-
processing using the model’s tokenizer.

4.1 Experiment 1: Fine-tuning using the
original training dataset

In this experiment, we fine-tuned the models us-
ing the original dataset. Table 2 presents the best

results achieved by each model. All models demon-
strated strong performance on the training data,
with their optimal results determined through care-
ful hyperparameter tuning. MARBERTv2 outper-
formed the others, achieving an F1-score of 88%,
followed by bert-large-arabert and bert-base-qarib.

Table 3 presents the official results submitted
to the shared task website. The best-performing
model on the test set was MARBERTv2, achiev-
ing an F1-score of 79%. bert-base-qarib followed
with 77%, and DarijaBERT scored 76%. Due to
submission limits during the evaluation phase, not
all results were submitted. The 79% score earned
us third place among the 14 participating teams.

4.2 Experiment 2: Fine-tuning using a single
dialect

In this experiment, we evaluate the performance
of selected models in sentiment detection using
text from a single dialect. To do so, the training
dataset was divided into two subsets: one contain-
ing 430 reviews in the Saudi dialect and another
with 430 reviews in the Moroccan (Darija) dialect.
All models were tested on both datasets using iden-
tical hyperparameter settings. basically lr is set to
1e-4, both training and evaluation batch sizes are
set to 8, number of epoch is 4, weight decay is set
to 0.01, and warmup ratio is set to 0.3. Table 4
Shows the models performance on both datasets.

The best-performing model on the Saudi dialect
is bert-large-arabertv02-twitter, achieving an F1-
score of 85%, followed by bert-base-arabertv02-
twitter and MARBERTv2. For the Darija di-
alect, MARBERTv2 led with a 78% F1-score, fol-
lowed by bert-large-arabertv02-twitter and bert-
base-arabertv02-twitter. The bert-base-qarib model
showed consistent performance across both di-
alects, while DarijaBERT surprisingly performed
better on the Saudi dialect.

4.3 Experiment 3: Fine-tuning using a
multi-dialect text

To investigate the impact of text length and the
presence of multiple dialects on sentiment analysis,
we created a mixed-dialect dataset by combining
tweets written in Saudi and Darija dialects. Using
matching review IDs from the dataset, we merged
corresponding reviews from both dialects to form
a single entry containing text from both dialects
along with its sentiment label. The models were
then used to predict sentiment on this mixed dataset.
To accommodate the longer input, the maximum
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Hyperparameters Result
Model lr tbs ebs ep wd wr Acc. F1 P R
bert-base-arabert 7e-5 32 32 10 1e-4 0.3 0.854 0.854 0.854 0.854
bert-base-arabertv02-twitter 1e-4 16 16 4 1e-4 0.1 0.872 0.872 0.872 0.872
bert-large-arabertv02-twitter 1e-4 8 8 3 1e-4 0.1 0.878 0.878 0.878 0.878
MARBERTv2 2e-4 16 16 4 1e-4 0.1 0.884 0.884 0.884 0.884
bert-base-qarib 2e-4 16 16 5 1e-4 0.1 0.877 0.861 0.872 0.859
DarijaBERT 2e-4 16 8 5 1e-4 0.1 0.849 0.849 0.849 0.849

Table 2: Training results. lr=learning rate, tbs=training batch size, ebs= Evaluation batch size, wr=warmup ratio,
wd= weight decay, and ep=number of epochs.

Model Accuracy F1-score Precision Recall Balanced Accuracy
MARBERTv2 0.792 0.792 0.792 0.792 0.784
bert-base-qarib 0.773 0.773 0.773 0.773 0.765
DarijaBERT 0.759 0.759 0.759 0.759 0.758

Table 3: Official submitted runs.

sequence length for all models was increased to
512 tokens. Table 5 presents the performance of
the six models on this dataset.

The bert-large-arabertv02-twitter model
achieved the highest performance, scoring
84% across all metrics, followed by bert-base-
arabertv02-twitter with 83% and MARBERTv2
with 81%. bert-base-qarib and bert-base-arabert
delivered comparable results, with F1-scores of
80% and 79%, respectively. The DarijaBERT
had the lowest performance among the models,
with scoring 73% on all metrics. Overall, the
Arabert-based models, particularly the v02-twitter
variant, demonstrated superior effectiveness on
this experiment.

5 Discussion

Our experiments reveal several key insights into
the behavior of modern pre-trained Arabic LLMs
when applied to dialectal sentiment analysis. First,
across all settings, models that have been pre-
trained on large, diverse social-media corpora (i.e.
the Arabertv02-twitter variants and MARBERTv2)
consistently outperform both the smaller AraBERT
base model and the dialect-specific DarijaBERT.
This suggests that broad exposure to multiple di-
alects and informal text during pre-training is more
beneficial than narrow, single-dialect pre-training,
even when the downstream data are from just one
dialect.

Second, the relative ranking of models remains
largely stable across our three experimental sce-
narios (original mixed-dialect training set, single-

dialect subsets, and mixed long-review set). In
particular, MARBERTv2, bert-large-arabertv02-
twitter and bert-base-arabertv02-twitter occupy the
top three positions in almost every setting. This
robustness indicates that careful hyperparameter
tuning and increased model capacity (i.e. “large”
vs. “base”) yield consistent gains even as input
characteristics (dialect, length, mixing) vary.

Third, fine-tuning on single-dialect subsets high-
lights subtle dialectal biases: MARBERTv2 per-
forms best on Darija, while bert-large-arabertv02-
twitter excels on the Saudi subset. This confirms
that some models encode dialect-specific patterns
more strongly, likely reflecting the composition of
their pre-training data. Yet, the performance drop
when moving from single-dialect to mixed long re-
views is relatively modest (only 2–3%), indicating
that these models can generalize to code-switched
or concatenated dialect inputs—an encouraging re-
sult for real-world social-media applications.

Finally, DarijaBERT’s lower scores (around
73%) across all settings underscore the limitations
of highly specialized dialect BERTs when applied
outside of their narrow target domain or when com-
pared to larger, multi-dialectal LLMs. Future work
should explore whether further increases in data
volume, additional dialects, or adapter-based ap-
proaches can close this gap.

6 Conclusion

In this work, we fine-tuned six state-of-the-art Ara-
bic pre-trained models on the RANLP 2025 AHA-
SIS shared task dataset to evaluate their effective-
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Saudi Dialect Darija Dialect
Model Acc. F1 P R Acc. F1 P R
bert-base-arabert 0.733 0.733 0.733 0.733 0.709 0.709 0.709 0.709
bert-base-arabertv02-twitter 0.814 0.814 0.814 0.814 0.767 0.767 0.767 0.767
bert-large-arabertv02-twitter 0.849 0.849 0.849 0.849 0.767 0.767 0.767 0.767
MARBERTv2 0.802 0.802 0.802 0.802 0.779 0.779 0.779 0.779
bert-base-qarib 0.733 0.733 0.733 0.733 0.733 0.733 0.733 0.733
DarijaBERT 0.733 0.733 0.733 0.733 0.698 0.698 0.698 0.698

Table 4: Results of fine-tuning models on the Saudi and Moroccan dialects.

Model Acc. F1
bert-base-arabert 0.790 0.790
bert-base-arabertv02-twitter 0.837 0.837
bert-large-arabertv02-twitter 0.826 0.826
MARBERTv2 0.814 0.814
bert-base-qarib 0.802 0.802
DarijaBERT 0.732 0.732

Table 5: Results of fine-tuning models on the mixed
long reviews dataset.Recall and Precision columns have
the same values across all models.

ness on multi-dialect hotel review sentiment analy-
sis. Our key findings are:

• Models pre-trained on large, multi-dialect
Twitter corpora (Arabertv02-twitter and
MARBERTv2) consistently outperform
both standard AraBERT and dialect-specific
BERTs.

• Increasing model capacity (large vs. base) and
careful hyperparameter tuning yield reliable
performance improvements across varied in-
put scenarios.

• While certain models exhibit dialectal bi-
ases (e.g. MARBERTv2 on Darija, bert-large-
arabertv02-twitter on Saudi), all top models
maintain high accuracy and F1 ( > 81%) even
on mixed, longer inputs.

• Narrowly trained dialect BERTs (Dari-
jaBERT) lag behind, highlighting the value
of broad, multi-dialectal pre-training.

Our best submission, MARBERTv2, achieved
79% F1 on the blind test set, ranking third among
14 teams. Future directions include exploring
adapter-based fine-tuning to reduce resource de-
mands, incorporating explicit dialect identifiers,
and extending experiments to additional dialects

and domains to further assess model generalizabil-
ity.
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