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Abstract

With the proliferation of digital learning, an
increasing number of learners are engaging
with audio-visual materials. For preschool
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