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Abstract cally, our semantics-based probability es-
timation outperformed LLM-based estima-
tion and the baseline in both cases. This
suggests the feasibility of semantics-based

probability estimation in specialized do-
1

This study examines how information-
theoretic correlates, specifically contextual
surprisal, condition terminological alterna-

tions in specialized domains, where both mairns.

domain-specific and general terms express

similar concepts. Specifically, two com-

peting theories exist. The Uniform In- Keywords: domain-specific variation, in-
formation Density (UID) theory proposes formation theory, surprisal calculation, seman-
that the speaker would avoid abrupt in- tics

formation rate changes. This predicts the
use of more specific variants when the sur-
prisals are higher. Conversely, availability- 1 Introduction
based production suggests the use of more
readily-accessible items with higher sur-

prisals. This study examines the dynamics A growing number of studies have come to

between these two potential mechanisms emphasize the role of information-theoretic
in the terminological use in specialized do- (Shannon, 1948) constraints in communica-
mains. Specifically, we argue that, in spe- tion and the conditioning of these constraints
clalized language, due to the higher fre- on linguistic distributions. Especially, lexi-

quency of domain-specific terms, both ac-
counts predict the use of specific items in
higher-surprisal contexts. The cases of Tai-
wan Mandarin legal language and English

cal and syntactic production and processing
are attested to be conditioned by information-
theoretic correlates, including word frequency

biomedical language were, therefore, exam- and contextual surprisal. Zhan and Levy
ined. Crucially, a current popular method (2018), for example, investigated the choice of
for probability estimation is through large classifiers in Mandarin and found that while
language models (LLMs). The linguistic frequency did not have an effect, the surprisal

distribution in specialized domains, how-
ever, may deviate from the general lin-
guistic distribution on which the LLMs
are trained. Thus, we propose a novel

of the following noun could predict the lan-
guage user’s choice of classifiers. When the
following noun had a higher contextual sur-

semantics-based method of estimating the prisal, the language user was more likely to opt
token probability distribution in a given for the general classifier ge, as opposed to the
corpus that avoids the potentially differ- other specific classifiers. Likewise, in Wilcox
ent linguistic distribution and the issue of et al.’s (2023) reading time study across 11 lan-
word segmentation. As expected, results guages, it was found that both contextual sur-

indicated a positive correlation between a
variable’s surprisal and the use of domain-
specific variants in both cases. This sup-
ports UID-based production, and arguably
also availability-based production, since 'The code implementation of this study is available

more specific and frequent variants are pre- at: https://github.com/Peh-Suan/information_
ferred in high-surprisal contexts. Specifi- theoretic_conditioning_domain_specific.

prisal and contextual entropy were positively
correlated with the subjects’ reading time.
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1.1 Speaker-centric vs. listener-centric
production

Importantly, two competing mechanisms have
been put forth. The Uniform Information
Density (UID) theory (Levy and Jaeger, 2007;
Jaeger, 2010) proposes that during communi-
cation, the speaker would prevent abrupt infor-
mation rate changes to facilitate better speech
comprehension. Conversely, a more speaker-
centric account, availability-based production
(Bock, 1987; Ferreira and Dell, 2000), predicts
that the speaker would prefer more readily ac-
cessible items. These two mechanisms, there-
fore, make opposite predictions: While UID
would predict the use of more specific vari-
ants when the variable is contextually surpris-
ing, availability-based production would ex-
pect more general items to be used, as they
are more accessible than specific ones.

In this study, we examine these two poten-
tial mechanisms in the terminological alterna-
tions in specialized domains. Specifically, sev-
eral studies have suggested availability-based
production in lexical-syntactic alternations.
For example, Zhan and Levy (2018) examined
how the contextual surprisal of a noun might
influence the use of the general classifier ge vs.
specific classifiers in Mandarin. It was found
that when the noun had a higher surprisal,
there was a higher tendency for the speaker
to use the general classifier. Likewise, such
availability-based production was also attested
in Russian comparative constructions (Clark
et al., 2022). In Russian, there are two options
for comparative construction. The first one is
the explicit option, where “than” is used. The
other is the genitive option, where the target
noun phrase being compared is marked with
the genitive case, and “than” is omitted. In
the first construction, there is an additional
morpheme before going into the target noun
phrase, while in the second construction, there
is no such buffer. The first construction thus
provides a higher availability for the speaker’s
speech planning. Indeed, it was also found
that when the target noun phrase was more
complex, the explicit option was preferred.
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1.2 Terminological alternations in
specialized domains

All the previous studies, however, focused on
general language use. It therefore remains un-
known whether style differences exist between
general and domain-specific language.

Crucially, it is likely that both accounts
may favor the domain-specific terms in high-
surprisal contexts in domain-specific language.
In specialized domains, the same concepts may
be expressed through different terms. In En-
glish biomedical language, dermis or epidermis
can be used instead of skin. Similarly, in Tai-
wan Mandarin legal language, zhi.yan.zhi “in
sum” can be used instead of the more collo-
quial jian.yan.zhi.

In the general context, the general terms are
without doubt more frequently used. In the
specialized domains, however, the respective
domain-specific terms may actually be more
frequent than the general counterparts. In-
deed, in the corpora in this study, the domain-
specific terms are 2.18 and 3.27 times more fre-
quent than the general terms in Taiwan Man-
darin legal language and English biomedical
language, respectively. This, therefore, sug-
gests that both the availability-based produc-
tion and UID may support the use of domain-
specific items when the surprisals are higher.

Therefore, in this study,
the information-theoretic conditioning, specif-
ically the effects of surprisal, on terminologi-
cal alternations in Taiwan Mandarin legal lan-
guage and English biomedical language.

we examine

2 Methods

To answer how contextual surprisal interacts
with terminological alternations, two corpora
were examined. The contextual surprisals of
the terminological variables were calculated
based on the popular LLM-based probability
estimation and our proposed semantics-based
estimation. Linear-mixed effects models were
used for statistical analysis.

2.1 Corpora

2.1.1 Taiwan Mandarin legal corpus

The Taiwan Mandarin legal corpus was built
from 383,733 legal judgments made in 2024
obtained from the Governmet OpenData plat-
form (http://data.gov.tw). Sentence segmen-
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tation was performed based on punctuation.
580,593 sentences were collected. 100,000 sen-
tences were then randomly selected as the final
corpus.

2.1.2 English biomedical corpus

A subset of the PMC corpus (National Library
of Medicine, 2024) was used to build the En-
glish biomedical corpus. 1,029,191 sentences
were collected. 100,000 sentences were then
randomly selected as the final corpus.

2.1.3 Terminological variable selection

The terminological variables were manually in-
spected and selected by the authors. Only
variables with higher frequencies were in-
cluded. 15 general-vs.-legal and 25 general-vs.-
biomedical terminological variables were cho-
sen. An example of such variables is the skin
vs. dermis/epidermis alternation mentioned
previously. In this example, skin, dermis, and
epidermis are all variants of this variable.

2.2 Surprisal estimation

The contextual surprisal of a token w given
the context cis —logP(w|c). To calculate a to-
ken’s contextual surprisal, therefore, its prob-
ability in the corpus has to be estimated.

A conventional method of calculating prob-
ability is to calculate the raw frequency of the
token. This is, however, not ideal for contex-
tual surprisal estimation, since the likelihood
of the exact context sentence happening more
than once is low.

A more popular alternative is to directly es-
timate P(w|c) through trained large language
models (LLMs). This, however, may also not
be ideal since the style differences between gen-
eral and specialized language may lead to dif-
ferent linguistic distributions.

Therefore, in this study, we propose a novel
semantics-based probability estimation based
on the “semantic bit count” instead of the raw
frequency of the tokens. We propose that,
since information-theoretic correlates are es-
sentially based on the amount of information,
the semantics of the word token could be more
revealing than pure token counts.

2.2.1 Semantics-based probability
estimation

In this study, we propose counting a token’s

semantic bit occurrences in the corpus to esti-

105

mate the probability of the token. Given the
word embedding of a token w, and the embed-
ding of a context sentence ¢ (calculated as the
mean of all the token embeddings in the sen-
tence), the number of semantic bits of w in ¢
can be approximated as the cosine similarity
between the two vectors.

To convert this cosine similarity to a seman-
tic bit count (sb), it is then rescaled from —1
to 1 to 0 to 1. This semantic bit count is then
used instead of the raw frequency. The final
semantics-based probability estimation of a to-
ken w in the context ¢ is shown in Eq. 1, where
C is all the context sentences in the corpus and
Cy is all the context sentences where w occurs.

ZCjGCw Sb(w7 c])
ZC»,;EC Sb(C, Ci)

To compare the performance of semantics-
based surprisal (Isemantics), LLM-based? sur-
prisal (Irzar) and baseline surprisal (Ipgseline )s
which were calculated with direct 5-gram con-
text counts, were also calculated.

A

Psemantics (w|c) =

(1)

2.3 Statistical analysis

Logistic-mixed effects models (LMMs) were
used to test statistical significance through
Satterthwaite’s method. A model was fitted
for each of the three kinds of surprisals for each
of the two corpora.

The use of general vs. domain-specific
was contrast coded as -0.5 (general) and 0.5
(domain-specific). Surprisal was standardized
and taken as the predictor. Standardized
frequency was included as a control variable.
Random intercepts were grouped by termino-
logical variable.

To compare the performance of the three
types of surprisals, Akaike Information Crite-
rion (AIC) was also used to test the relative
quality of the fitted models.

3 Results

3.1 Taiwan Mandarin legal language

For both Isemantics and Irrar, positive corre-
lations between the use of the domain-specific
variants and the variable’s contextual surprisal
were found (Isemantics: ﬁ = 4.37; p < 0.001;

2LLAMA-2-7B were used.



Iy B =0.11; p = 0.03). On the flip side,
Tyaserine was found to have insignificant effects
(3 = —0.06; p = 0.10).

Crucially, the Isemantics model had the low-
est AIC (Isemantics5 6164.80; Irra: 6185.45;
Tpasetine: 6623.24), suggesting it is the most
ideal model among the three.

3.2 English biomedical language

Similar positive effects were found between
Tsemantics and domain-specific vs. general term
use (3 = 0.27; p < 0.001). However, a neg-
ative correlation between I and domain-
specific vs. general term use was found (B =
—1.51; p < 0.001). On the other hand, Ipgserine
was once again found to have insignificant ef-
fects (B =0.02; p = 0.48).

In terms of the model quality based on AIC,
the Isemantics model was once again suggested
to be the most ideal (Isemantics: 654.47; Irrar:
2100.33; Ipgsetine: 5789.62).

4 Discussion

4.1 Information-theoretic conditioning
in specialized language and
speaker vs. listener-centric

production

The main focus of this study is to examine how
the style differences between general language
and specialized language may interplay with
speaker vs. listener-centric production. As
discussed in Section 1.1, the UID theory and
availability-based production are put forth as
two competing mechanisms in previous studies
(Zhan and Levy, 2018; Clark et al., 2022). It
is suggested that, from a listener-centric per-
spective, the UID theory would predict more
specific language use when the variable is more
unpredictable/informative, in order to reduce
abrupt information rate changes. From a
speaker-based angle, on the other hand, the
speaker would prefer more readily accessible
This would thus predict the use
of more general items, which are presumably
more accessible, when the unpredictability is
higher.

variants.

These studies, however, focus on general
language use. We argue that while such
competition may hold in general/colloquial
language, the two mechanisms may be com-
patible in specialized language. This is be-
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cause the domain-specific terms may in fact
be more frequent, and thus more accessible,
than the general terms in specialized domains.
Thus, both accounts would predict the use of
domain-specific terms in higher-surprisal con-
texts, since they are at the same time more
informative and readily accessible.

Indeed, the results in this study support our
hypothesis. Positive correlations were attested
between the semantics-based surprisal and the
use of domain-specific terms in both cases. In-
deed, opposite effects were found for the LLM-
based surprisal, and no effects were found for
the baseline surprisal. We argue, however, as
will be discussed in the next section, that the
semantics-based surprisal is the more appro-
priate estimation.

4.2 Semantics-based probability
estimation for specialized language

The other contribution of this study is the
proposal of a novel semantics-based probabil-
ity estimation for specialized language. As ar-
gued in Section 2.2, contextual surprisal can-
not be ideally calculated through raw token
frequency, nor is it appropriate to use pre-
trained LLMs, as the linguistic distributions
of specialized language may differ from that
of general language.

In this study, we propose that the seman-
tics of a token may be more information-
theoretically relevant than pure occurrence fre-
quency. A probability estimation based on
the semantic bit count of the token was pro-
posed. It was found that in both test cases, our
method outperformed the LLM-based method
and the baseline. Our results, therefore, sug-
gest the feasibility of semantics-based proba-
bility estimation for specialized language in fu-
ture studies.

Limitations

While the examination of competing surprisal
candidates, i.e., the LLM-based surprisal and
the baseline, allowed for a general investi-
gation of the performance of our semantics-
based method, it remains possible that differ-
ent LLMs may lead to better or worse per-
formances. In this study, we only examined
one LLM (LLAMA-2-7B). To make the find-

ings more grounded, a comparison between our



method with a wider array of models may be
ideal.
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