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Abstract

This study employs several state-of-the-
art techniques, including RoPE and Flash
Attention, and leverages large-scale Chi-
nese web corpora and encyclopedic data
to pre-train an encoder model specifically
designed for long text in Traditional Chi-
nese. We evaluate the model on tasks
such as reading comprehension and text
classification, and the results show that
its overall performance lags behind exist-
ing Chinese benchmarks. Through pseudo-
perplexity analysis, we infer that the pre-
training phase did not sufficiently capture
the data distribution, potentially due to
factors such as hyperparameters, conver-
gence, and data quality. Although the
results are suboptimal, this study still of-
fers valuable experimental insights and di-
rections for improving Chinese language
model development.
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1 # % Introduction

& BERT (Devlin et al., 2019) P2k » {£4
#5 % (encoder-only) # Transformer (Vaswani
et al., 2017) AL RAFR % 8 REZT R
(NLP) #Hm st - A5 HF R IR
B RAZEZHEA (LLM) % GPT (Radford
et al., 2018, 2019) ~ Qwen (Bai et al., 2023;
Yang et al., 2024) ¥ % & A 1£ 4245 % (decoder-
only) R > 12K ARG SR A £ MR8 3
Fak R0 T B BB ARES s BAELRY
B~ L THAS (NER) ~ 3z % (IR)
F TR FRATRZIER -

ITXREHAAVBEIHEARTENEZ SR
VA ERGETLRERES » # LLM 85
Wit & % BAGE TR o R4k > #74 BERT »
RoBERTa ¥ ##Z A » ET UK E T EH
SR E o AR o 33 A Transformer 6942 A
B 7 self-attention %% EA O(n?) &9 8 M 4
e RHATHRERETLRY » T
R LT LRE LB

BERGHE RO EHEIEDNE LTI RES
RN RS C R R = A S & LA
BAL o AR ER T LA RIS S o Bk
ARG AR MR DT » BER T
R ETU i EENERBTRAE °

2 R 7 % Methods
2.1 HAZHMH Model Architecture

AFEALN T %R E 8 2 MK KA L
R o ARFAER R I AR IR F

o Rotary Positional Embedding (RoPE) :
A8 AMMF G0 R AL E %R A > RoPE (Su
et al., 2024) f& & A MR R IE KM -
RABA R R TR o

e Pre-Normalization : % H Pre-
Normalization (Xiong et al., 2020)
AR A AR T IREAL » fLEIRE AR
T APBL o
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o Alternating Global and Local Attention :
RAAE R 2 Ry 23R i & ) %A (Beltagy
et al., 2020) © £ &R EZEA T » token 12
42 sliding window M 8 X A& token Z
B AREZHATRERFILE) - &
MBEZRIRA—REREZEN - BFESZ
718 RoPE theta 3% 10,000 * &/ E&
718 RoPE theta 3% & 160,000 °

Unpadding : # batch A AT A & 7|
padding token # & (Zeng et al., 2022)
BEA—E RIS F bR
o RADGKE -

Flash Attention : 4% A Flash Attention
(Dao et al., 2022) AL IER L A & »
#AINERRE -

a9
i
ig

2.2 P47 E Tokenizer
At %1% A benchang1110/Qwen2.5-Taiwan-
1.5B-Instruct ! PTIRAE 89 538 35 4 & A » 3t
27 & AR Qwen2.5 (Qwen Team, 2024) 1
A > 3% # tokenizer swapping * A 88 P T
8 token 4% B A8 HJE 69 %8 F L token * WA
BACH R b LAy R T A
HETH4 BERT A G4mEZH &K
9 /£ st 28 98 e AT [PAD] ~ [UNK] ~ [SEP] ~
[CLS] ~ [MASK] % 4%k token > EAFHEA e &
% 69 pad_token PAFELE T B [PAD] » VAELAX
JR A <|endoftext|> » 1AL A 69 7T A%
VART BERT #9FAI4RAEF o

o

2.3 IR E4 Training Data
AF R FRINREA T2 b AT R385 MR

o FineWeb2: FineWeb2 2 & —1& K #H A ~
MAE$ET 0 EHE AR
Koy KAFEZHA (LLM) m%3H - &

SQ,E e a
A 2R 8 2744 Common Crawl 7444
B KRR IEIAFIR c ZEAERE TR
2013 %] 2024 4 4 A 9 96 18 Common
Crawl ¥R > HEE—ELLER
FERBTHROERARETRE |
B RERAERAE RS EZST LT
RAUBEZRURE BB RALTRENS
So W FR o ML A B Z FineWeb2 8 ¥
L35 (cmn_Hani) 89 —B T 4% » & as
4 FEERA P EH P LR A B
o
"https://huggingface.co/benchang1110/Quen2.
5-Taiwan-1.5B-Instruct

’https://huggingface.co/datasets/
HuggingFaceFW/fineweb-2
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2.4 ## 7K ¥E Data Preprocessing
BT AR A B S » B ATHR
WEMETTUATRRESR

o AEBE  RIVBRTIRTH P89 3FL
L5 QA2 RIRASE KA - oL
B MNFE T o T FHAY AL

K& 8 URL 4 ~ 5] AR X F3E 8 K5

TR HRA G Y E T ML 8 H B

AR > Rof T e 5] A4 o

MBS PR E R P LAET
Fagp bR (W6l ~ FRKRE - &4
F) BFRRRELERNF - REFH LA
EERL S BIVEFHGEEARGERE

Bh 3EX " 75
LAY ERE T SEL LT &

Xk sge

@28 F TR EAR o mE A AT EH
3k 6,44 35.7B 18 tokens » £ HRFF S M
BRI WEHT SR aERE

wa B ©°
2.5 TA3I4IEFH Pretraining Task

AR RKRAELZZFZTHEAE (Masked Lan-
guage Modeling, MLM) £# » &£ & & n-
gram masking R% > £ P L&A LEATEA
FAINER - IR EBRE S EAT REGIEE

1 H—F& EXAZY): BEARKFF
K E 1024 # X RBAITINER o LI B89 A%
S EAR AR IR T LA RBEE R B
AT SIE K K o

BB (RUREM): SRS —EE&
LR RELBLE > KRB RRFI K
BWREE 8192 EATHE IR - sk T
JE A RSP AR A R FE A SURRAE B 1489
WPRPERAET) o

HmgBAERLEE LR 15 A RIER
8 7k NVIDIA H100 GPU » 4434k mkM 5 7
}i °

3https://dumps.wikimedia.org/zhwiki/

20250520/
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Phase 1 Phase 2
Max Sequence Length 1024 8192
Batch Size 512 512
Training Steps 233000 40000
Learning Rate 8e-4 3e-4
LR Schedule WSD WSD
Weight Decay le-5 le-5
Optimizer AdamW AdamW
Betas (0.9, 0.999) (0.9, 0.999)
Epsilon le-8 le-8
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3 FHF evaluation

RO £ AT e L BT TR - AR
FELAM > BAERELAS TR LT RE
g U AL & R AT L (Cui et al., 2021) ©
FRRIEH 6,45

o BREAREF : CMRC2018 (Cui et al.,
2019) ~ DRCD (Shao et al., 2019)

¥ &9 #842# : ChnSentiCorp (Tan and
Zhang, 2008) ~ THUCNews (Li and Sun,
2007) ~ TNEWS (Xu et al., 2020)

8 T4 4 #4EF : XNLI (Conneau et al.,
2018) ~ LCQMC (Liu et al., 2018) ~ BQ
(Chen et al., 2018) ~ OCNLI (Hu et al.,
2020)

WA INRGEAT P LR P B Z > AR
#EE TR EEA OpenCC * AT/ %42
o

YN

Al

‘https://github.com/BYVoid/OpenCC
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3.1 B% ¥ AE1EFH Machine Reading

Comprehension

B3R AL A SRR — 0 (UK, MIAR)
LFH BEREREIANZ AL R AG L
R XA FTELATH—KLF (span) °
#4714 A DRCD 32 CMRC2018 18 P L B
SR EN EEATIE cBRETALR 2 P
£ EM (Exact Match) A&7 A& LA % » F1
Score AT F1 98 BERTR » KM
A DRCD A4t & Loy £ F 3 BERT &
A (4= BERT-base) #8% » 124 CMRC2018
EHE LA BEGRERE > LA ERXE
(Test set) #9 &R iE 4w LK EEA » 37
AEng AL A A T AR IR A9 2 AL AR T 55 o

3.2 #4854 #1E% Single Sentence

Classification
PO aREEN BT ZREA

RAFZ A T EATHH - KIMVEZE P LEHE
EEATERE

e ChnSentiCorp : ¥ X H &9 M 4 £ »
€, 2 E % (positive) ¥ A @ (negative)

R ABZE R o


https://github.com/BYVoid/OpenCC

CMRC2018 DRCD
Dev Test Dev Test

Model EM F1 EM F1 |EM F1 EM Fl1

BERT-base 65.5 84.5 70.0 87.0|83.1 89.9 82.2 89.2
BERT-wwm 66.3 85.6 70.5 87.4 |84.3 90.5 82.8 89.7
BERT-wwm-ext 67.1 85.7 714 87.7|85.0 91.2 83.6 904
RoBERTa-wwm-ext 67.4 87.2 72.6 89.4|86.6 925 85.6 92.0
ELECTRA-base 68.4 84.8 73.1 871|875 925 86.9 91.8
MacBERT-base 68.5 879 732 895|894 943 89.5 93.8
Ours 55.2 81.3 32.2 681|834 925 826 91.9

& 2. B#AZ CMRC2018 A DRCD

e THUCNews : # M| EH %> At R
1% B 7 & o 4555 5 P BT 3 M TR
FAEHEG -

e« TNEWS: X &My EHE &

15 #7125 A HMm AL AREST £
53 o

A
=
j2F

A

A3 RTTERBERGrHEF LR
#E & (Accuracy) &, o £ ChnSentiCorp
TNEWS {7 £ » A A & 51 0 K A48 7 g
¥ 3 R £ THUCNews #7 Ml o #1E7 L »
AR A A BEA R o BT R IE R TR R
BHEEIAHSHAFTRELETL ©

&) T4 %117 Sentence Pair
Classification
GFHsBEEHCREEA - (LK,
BLFH o ERENRIEZ G TFEITYE -
P2 w8 b SCEHHE EEATERE

25 =

o XNLI: 5322 A RZBZ M EHE » A8
FAER X3 9 (AP B THES
Bt T8E s FHERP L] M1 (textual

entailment ) °

LCQMC: K#AE P T R A4 & » A
FEP LA HEERMEN O RETR
WEHE -

BQ Corpus: P U3E & %18 | B (Sen-
tence Semantic Equivalence Identifica-
tion, SSEI) & #%& » M2ARS & T H L

GERAF o
OCNLL: RAF LB RFBZHEATHE
ﬁ]ﬁf@;kéﬂé% A ?}%?ig@jﬁgig+éﬁ kﬂ
NLI E#+4
B AR T AW L G TFH S AER LR
HE (Accuracy) R o AAEA LA » A

3.3

k)
£

EHEZMFLMEHERL (B2 1 %) o
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BRALEGTHIAGEREZRARTER 3R
£ XNLI #2 LCQMC 75 E{gug 70 K 4
A s {24 BQ Corpus $2 OCNLI &4t % L &
AT EREENKETE > LELZ4E OCNLI
BAEAE P RABERFGEHEL AR
WA 33 T A8 R ke B AR A AR AR 35 AR A
B REZ B @mMER T @A F e
% o

4 313 Discussion

R E ST HIEHMAK > RRAMEE
EHRARAAE S ZMERA LR AR AT
RIEBARRAY)ZEEROBLEIH -

B T B HIEH A2 &AM
FIANT % E A (Pseudo-Perplexity, PPPL)
(Salazar et al., 2020) 1F & +F4E384% - #7248
EHFEZELY > B R XE (PPL) A% &
vk & A AL BT AL EH - @ PPPL B9
R FFZHEA (MLM) EATHPGHE - #H#
—{EE# % W L PPPL 893t A7 &= T :

)

Ad N EFEHEGMAFR > @ PLL(W) &
Bt A W B HEMAE (Pseudo-Log-

PPPL(W) := exp <—Jif > PLL(W)

Wew

Likelihood) * £ & & & :
(W]

PLL(W) := Y log Porat(We | Wy;;©) (1)
t=1

SRR AR FRRHET] w, £EXETL wy, F
G -
KAV RFEA P AR AR 0 3 RAE
AR EMAEEBER 3 pseudo-perplexity ©
BRIk 5 Br By RRERAHRZ LR
3 F K89 pseudo-perplexity 1A » & & #A
AR EFAIRIEETRRRGEAT W EH S
Ao KA s RMREATEMTRRRA :



ChnSentiCorp | THUCNews | TNEWS
Model Dev Test Dev  Test Dev
BERT-base 94.7 95.0 97.7 97.8 56.3
BERT-wwm 95.1 95.4 98.0 97.8 56.5
BERT-wwm-ext 95.4 95.3 97.7 97.7 57.0
RoBERTa-wwm-ext 95.0 95.6 98.3 97.8 57.4
ELECTRA-base 93.8 94.5 98.1 97.8 56.1
MacBERT-base 95.2 95.6 98.2  97.7 57.4
Ours 94.4 95.0 93.0 93.8 56.2

& 3. BAEAF ChnSentiCorp ~ THUCNews % TNEWS FH £ R a5 8E#H AR » (812 : %) »

XNLI LCQMC | BQ Corpus | OCNLI
Model Dev Test | Dev Test | Dev Test Dev
BERT-base 77.8 77.8 | 89.4 86.9 | 8.0 84.8 86.0
BERT-wwm 79.0 782|894 87.0|86.1 85.2 86.1
BERT-wwm-ext 79.4 78.7 | 89.6 87.1 | 86.4 85.3 86.4
RoBERTa-wwm-ext 80.0 78.8 | 89.0 86.4 | 86.0 85.0 86.0
ELECTRA-base 779 78.4 |90.2 87.6 | 84.8 84.5 84.8
MacBERT-base 80.3 79.3 | 89.5 87.0 | 86.0 85.2 86.0
Ours 77.1 771 | 86.0 86.6 | 82.0 79.6 70.0

& 4. HHEAZ XNLI ~ LCQMC ~ BQ Corpus % OCNLI E# &2 ) FH 9 HEHER > (B2 : %) °

Model pppl
BERT-base 2.49
BERT-wwm 2.73
BERT-wwm-ext  3.48
MacBERT-base 13.39
Ours 5.60

& 5. & B A G KRB A IR E X pseudo-
perplexity °

4.1 BEEFZEFREHA

S K KR A 5 IR 46 3 LRI — 50 12
WA GRFER R R 048 5 A P 3
FTHER R AR+ T 48 B BB A AR A
R o

4.2 BAEHRT ALK

AR 8 R TR X —
A R AR o KAV R S — R4
RIT R8T R B R E Y TR
T -

4.3 IN®KETHBE

AT TRALERAIRERIE » BEYE
RS Y B RAENZZ A > ERYET HIE
HARR o

M THINKRREE > THAEFHG TR H T
R EBEAERA - w R 238 AT > IERFEH
NERP LR T ABAGEZ I MEE
WHEBP L R THEFEHESL ABB T
X o B A B R > 3Bk - R RiT A
FHE G A E L Ba S BORER £ i3 8t
Bt R R AR AR A o

5 %3 Conclusion

FERBRBHLT » RMVEAER LGEH  HAA
8 state-of-the-art 353 A ZAFEITTA IR -
it AR T AR B ATIRAE o SEARA R T
ErtE R B RAEABMBLA 69 F SR BAA » [233
LEREEMBHETEEOREK -

MG b 0 R KA TR T AR L 3B 4
S S FET A S FRAIRER T AR & RSt
ZREAM  c BRERBET BAAFTELE
JERA R LEHEFE—HHEGIHE HEE
LHH T LETRHEGALELTR -

EARG T » KITHE S HEARIR A
o R EATRAC > B EFXE LB TAIN R RS
AL T o &RAAAZ 13 2 B i Ak By RAMVIE 4R
ey ER ket FHRMEF LEFHERY
LR & &
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