Exploring the Feasibility of Large Language Model- and Rubric-Based
Automatic Assessment of Elementary Students’ Book Summaries
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