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Abstract

The rise of Green Al emphasizes minimizing
the environmental footprint of AI systems.
This paper explores a no-GPU agentic
architecture for fine-tuning NLP tasks. It
presents our initial experiments applying these
no-GPU algorithms in pretraining and
fine-tuning tasks on our CubicPower agentic
mixture of experts (AMoE) framework, with
the aim of contributing to more sustainable Al

development. In contrast to the training
procedures of neural networks, which
consume significant power, the AMoE

framework’s primary contribution toward
power savings is that it requires no training
process. We explore non-neural-network
methods for solving NLP tasks and employ
similarity measures to match predefined
patterns for use in a RAG database.

Keywords: Green Al, MoE, RAG, CubicPower,
AMOE.

1 Introduction

In recent years, many countries have set a 2050
net-zero emissions goal. Energy conservation has
become a top priority across all industries.
However, Al neural network algorithms, such as
the Bitcoin Proof-of-Work (PoW) algorithm, rely
heavily on GPUs or other custom-designed
accelerators. These machine learning training
processes, using the gradient descent method, can
take weeks or months to run on large numbers of
high-power-consuming GPUs. Therefore, many
solutions have been developed to save energy
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(Verdecchia et al., 2023). However, we believe
that a no-GPU Green Al algorithm could be a
new and effective direction (Hsia, 2022), since it

eliminates the primary source of power
consumption.
Traditional text mining algorithms use

parameters to measure word properties, such as
TF-IDF and similarity. TF-IDF measures the
importance of a word, while similarity measures
the distance between words. These algorithms are
not neural networks and, of course, do not
involve any gradient descent training process. We
have developed algorithms
similarity to select the most similar text from the

based on text

pattern pool.

This paper presents our initial experiments
applying such no-GPU algorithms in pretraining
and fine-tuning tasks on our CubicPower agentic
mixture of experts (AMoE) framework, aiming to
contribute  toward more sustainable Al

development.

While MoE and RAG approaches have improved
efficiency, most still rely on GPU computation.
We propose a GPU-free AMoE framework using
similarity-based retrieval to fine-tune NLP tasks.

The main contributions of this paper are as
follows:

1. Exploration of non-neural-network methods
for solving NLP tasks.

2. Elimination of the training process in the
AMOoE framework to save power.

3. Use of
predefined patterns for retrieval in a RAG

similarity measures to match

database.
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2 Related Work

Early dialogue systems evolved from rule-based
methods, such as ELIZA (Weizenbaum, 1966),
which applied pattern-matching rules to simulate
human-like responses. This approach laid the
foundation for later systems, such as GUS
(Bobrow, 1977), which introduced a frame-based
architecture. In GUS, dialogues were organized

into structured templates containing slots,
enabling simple task-oriented conversation
handling.

Modern systems have shifted toward neural
architectures. The sequence-to-sequence
(seq2seq) model, originally designed for machine
translation (Sutskever et al., 2014; Bahdanau et
al., 2015), was later adapted for chatbot design. It
uses an encoder-decoder  structure and
autoregressive generation. These models are
typically powered by GPU-intensive training and

inference pipelines.

To reduce computation costs, retrieval-based

systems have re-emerged, using similarity
metrics (e.g., cosine similarity) to find the most
relevant response from a pattern database. This is
often more power-efficient than generation-based
models. Retrieval-Augmented Generation (RAG)
combines neural language models with external
information  retrieval,  offering  enhanced

relevance and scalability (Gao et al., 2023).

Similarity search plays a crucial role in these
systems. Johnson et al. (2019) proposed a
billion-scale similarity search framework using
GPUs, while Han et al. (2023) surveyed vector
databases and their indexing strategies. In
contrast, Hsia (2022) developed a GPU-free
similarity-based system, forming the basis of the
CubicPower knowledge base, which enables fast
and structured retrieval.

Another concept  for
computation is the Mixture of Experts (MoE).
MoE architectures achieve scalability by
activating only a small subset of the model’s
parameters for each input, allowing for high

model capacity without proportional increases in

important reducing
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computation. Shazeer et al. (2017) demonstrated
this with the Sparsely-Gated MoE, where only a
few experts are selected per example, reducing
computational cost while preserving

performance.

The rise of Green Al (Verdecchia et al., 2023)
emphasizes minimizing the
footprint of Al systems. Techniques that reduce
power consumption, including rule-based
reasoning, task-specific similarity retrieval, and

environmental

agent-level model decomposition, align with this
goal. This paper explores a no-GPU agentic
architecture for fine-tuning NLP tasks.

3 Methodology

In this paper, we develop the entire AMoE
framework based on the CubicPower Data
Processing Engine for similarity computation,
following the description in Hsia (2022). The
framework was implemented in C# .NET.

3.1 Agentic Architecture

We define Al agents as modular components,
each responsible for a specific NLP fine-tuning
task, such as question answering (QA), reading
comprehension (RC), or chatbot dialogue state
tracking. Each agent maintains a local dataset
and operates independently, processing only the
inputs relevant to its task domain. This follows a
Mixture of Experts (MoE) model design but is
implemented without neural networks.

3.2 Retrieval-Augmented Module

Figure 1. shows the design of our AMOoE
framework to perform the retrieval-augmented
generation (RAG) function.

Each agent is equipped with a sentence-level
retrieval mechanism. It consists of a vector
database which stores sequence to sequence
(seq2seq) pair records such as question-answers.

Given input, the agent generates
corresponding sentence vector and compares it
against stored records by dot-product to compute

an a



their similarities. Then the system finds the
record i with the highest similarity. Extracting the
second part of the seq2seq pair, we can find the
answer to the question. By leveraging these
structures, operate the
retrieval-augmented generation (RAG) process

we can

effectively.

Vector
Database

i=argmax
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(dot-p ) (Question-
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Figure 1. Our approach

3.3 Dataset and Procedures for
Fine-Tuning Tasks

All datasets are stored in plain text format to
ensure efficient loading and access by intelligent
agents. This format facilitates rapid retrieval,
parsing, and integration into downstream tasks
such as question answering, multiple-choice
tasks, and reading comprehension.

3.3.1 Question Answering (QA) Task:

The dataset for the QA task consists of
question—answer pairs, as shown in Figure 2. We
have collected sets of question—answer pairs. To
perform the QA task, we need to analyze the QA
training dataset to construct the overall word
distribution. First, we sample the QA training
dataset to construct the overall QA word
distribution:

D=Sample(QA training set) = My_.p (1)
Here D is the distribution of the current QA
words. This distribution is used to map each
word The output
word-to-paragraph map My.p. It is used to

to a sentence. is a
compute the most similar paragraphs from a

group of words in a question.

Following the description in Hsia (2022), we can
implement a similarity-based system using the
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distribution D to find paragraphs from a word.
Each paragraph is a question—answer pair.

We then build a paragraph-based RAG module
RAG, to select answers from RAGy for the
questions.

Denote RAGp() as a RAG module based on the
distribution D. Once we feed a question into this
module, the output paragraph from this module
for a question becomes:

paragraphg,cp = RAGp(question)  (2)
We can therefore obtain the answer to the
question as a QA RAG output answer:

answer = answerOf(paragraphg,cp) (3)

The answerOf() function in (3) returns the

answer from a paragraph containing a

question—answer pair.
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Figure 2. Dataset for the question
answering task

3.3.2 Multiple Choice (MC) Task:

The dataset consists of question—option—answer
triples, where each record contains a question,
options A-D, and the correct answer, as depicted
in Figure 3.

Each  multiple-choice  question be
reformulated into four independent True or False

can

questions, allowing the system to evaluate each
option separately.

Alternatively, the task can be approached as a
QA problem by checking the answer to existing
questions in the training set.



For unseen questions, we must learn the
question—answer relationships from the training
set and select the option whose relationship most

closely matches the learned patterns.
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Figure 3: Dataset for the multiple choice task
3.3.3 Reading Comprehension (RC) Task:

Similar to the QA task, we need to analyze the
word distribution for the RC task. However, the
source of the word distribution is not the training
set; it comes from each RC question. Therefore,
we must resample the RC question each time to
reconstruct the RC word distribution for that
question.

In order to answer a question in the RC task, we
first resample the RC document i in the test
dataset to extract the word distribution D; of the
RC question i.

Di=Resample(RC document i) = M; yp (4)
Here D, is the word distribution of the current RC

question i. This distribution is used to map each
word to a paragraph.

Following the same method as QA, we can build
a paragraph-based RAG module RAGy,; to select
answers for the questions.

Here we denote RAGp;() as a RAG module based
on the distribution D;. The output paragraph for a
question becomes:

paragraphg,gp; = RAGp;(question)  (5)

We can therefore obtain the answer to the
question from the RC RAG output:

answer = answerOf(paragraphsgagpi ) (6)
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The answerOf() function in (6) returns the
answer from a paragraph containing a
question—answer pair.
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Figure 4. Dataset for the reading comprehension
task

3.3.4 Chatbot (CB) Task:

The chatbot dataset consists of paired utterances,
each representing a conversational turn, as
illustrated in Figure 5. The task involves
predicting the next appropriate response based on
the current user input.
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Figure 5. Dataset for the chatbot task
3.4 Power-Efficient Design

In contrast to the training procedures of neural
networks, which consume significant power, the
main contribution of the AMoE framework to
power saving is that it requires no training
process.

Additionally, the CubicPower AMoE framework
consists of many agents. Each agent stores only
a small portion of data relevant to its task. This
follows the Mixture of Experts (MoE) method
(Lepikhin et al., 2020; Fedus et al., 2022). In our
system, the experts are agents. Therefore, only a
small amount of power is consumed at any given
time. Furthermore, we can split the data by
language, geographical location, and type,
assigning each subset to a different agent. The



system decides which agent should handle the
input based on the content of the prompt.

4 Experiments

The experiment in this study relies on a similarity
metric. Similarity is measured as the proportion
of words in the correct answer that also appear in
the predicted answer.

This measure is conceptually similar to BLEU-1
(Bilingual Evaluation Understudy), which
assesses word overlap between reference and
generated text.

4.1 Experimental Setup

All experiments were conducted on a standard
CPU-based machine without GPU acceleration.
The framework was implemented using C# .NET
and utilized the CubicPower Data Processing
Engine’s classical text processing libraries for
cosine similarity computation.

Each
independently using a dedicated dataset, split into
training and testing subsets. The training set

task-specific ~agent was evaluated

served as the retrieval base for the test queries.
4.2 Datasets

We prepared different datasets for fine-tuning
tasks. We used small private datasets collected by
CubicPower. Each dataset contains several

hundred records.

For the Question Answering task, the dataset
consists of a question and an answer field (see
Figure 2). When a QA agent receives a QA
request with a question, it searches the question
field of the database and returns the most similar
QA record.

For the Multiple Choice task, our dataset was
prepared as shown in Figure 3. For each
question, there are four options. The final field
contains the answer to the question. Each
question is essentially a combination of four true
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or false questions. By testing each of the four
true or false questions, only one of them will be
true.

The Reading Comprehension task first provides a
document and then asks a series of questions
based on that document.

We aim to answer the questions using only the
material provided in the document; therefore, we
need to build a word space derived from this
document. Figure 4 shows a sample of the RC
dataset.

Table 1 lists the sizes of the training and test sets
for all four fine-tuning tasks used in our

experiments.
Task Training Set | Test Set Size
Size
QA 749 371
MC 440 181
RC — 619
CB 1121 389

Table 1: tasks train/test Dataset Size

5 Results

5.1 Fine-tuning Tasks Test:

We loaded the training dataset for the QA task
into our database and then used it to verify the
search results. Figure 6a shows a screenshot of
the verification results on the training set. We
can see that the top-1 accuracy is 0.847, and the
similarity between the question and the returned
answer is 0.983.

Then, we used the test dataset to query the
training database. Figure 6b shows a screenshot
of the test results. The results are near zero since
there should be no overlap between the training
and the test datasets. The nonzero result indicates



that some data leakage exists between the two
datasets.

Figures 7 to 9 show the remaining test result
screenshots for the MC, RC, and CB tasks. Table
2 summarizes their test results.
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Figure 6a. Figure 6a. QA Train Verification
Result
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Figure 6b. QA Test Result
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Figure 7a. MC Train Verification Result
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Figure 7b. MC Test Result
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Figure 8. RC RAG Test Result
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Figure 9a. CB Train Verification Result
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Figure 9b. CB Test Result

Table 2. Task Training/Test Similarity

Task Similarity Similarity
(Train) (Test)

QA 0.983 0.074

MC 1 0.554

RC 0.546

CB 0.969 0.081

5.2 Exams Test:

We evaluated the performance of our AMoE
system using three datasets. The first dataset
the Taiwan government employee
entrance tests and the Financial Institution

includes

Certification. The second dataset contains the
Taiwan Government Professional Certifications.
The third dataset is the Taiwan Massive
Multitask ~ Language  Understanding  Plus
(TMMLU+) dataset (Tam et al., 2024).

Figure 10 shows screenshots of the test results,
and Table 3 summarizes these results. The first
test includes 33,608 training records and achieves
an accuracy of 0.354. The second test contains
20,807 training records, achieving an accuracy of
0.283. The third test has 21,120 records and
achieves a test accuracy of 0.289.

Table 3. Exam Test Results

Train set | Data Set | MC Task
Accuracy
Financial 33,608 26,985 0.354
Institution
Certifications /
government
employee entry
test.
Government 20,807 2,069 0.283
Professional
Certifications
TMMLU+ 21,120 2,225 0.289




5.3 Benchmarking Test:

To compare the performance with other
Traditional Chinese LLM models, we tested the
TMML+ benchmark dataset using zero-shot and
5-shot settings.

Table 4 presents the TMML+ benchmark results
for different LLM models reported by Tam et al.
(2024). The results show that the zero-shot
average accuracy of Breeze-7B-Instruct-v1.0 is
36.1%, which higher than our 25.1%.
However, the other two models,
Taiwan-LLaMa-13B and Taiwan-LLaMa-7B,
achieved accuracies of 21.3% and 15.6%,
respectively. The performance of our AMoE
framework in the Traditional Chinese TMMLU+
test ranks second among the compared models.

is

Table 4. Comparative Results on TMMLU+:

(*from Tam et al., 2024)

LLM Models Zero-shot 5-shot
accuracy accuracy
(%) (%)

*Breeze-7B-Instruct-v1.0 36.1 28.6

CubicPower AMoE 25.1 25.7

*Taiwan-LLaMa-13B 21.3 22.3

*Taiwan-LLaMa-7B 15.6 5.1
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Figure 10a. Financial Institution
Certifications / Government Employee Entry
Tests
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Figure 10b. Government Professional
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Figure 10c. TMMLU+ Test Results
5.4 Discussion

The results indicate that the AMoE framework
performs poorly on unseen data in the QA and
CB tasks. One possible improvement is to
expand the scope of the training dataset.

Additionally, the MC task accuracies in the
Government Professional Certifications and
TMMLU+ datasets are around 0.28, which is
only slightly above random guessing. Although
we rank second in the TMMLU+ Traditional
Chinese test, there is still considerable room for
improvement.

These challenging tests require extensive
reasoning before an answer can be generated. As
a result, it is difficult to apply a simple QA-style
predefined answer list to solve them.

To address this, our next step will be to develop a
reasoning agent that applies the chain-of-thought
(CoT) method to complex problems.

6. Conclusion

The rise of Green Al emphasizes minimizing the
footprint of Al systems.
Techniques that reduce power consumption,

environmental

including rule-based reasoning, task-specific
similarity retrieval, and agent-level model
decomposition, align with this goal. Traditional
text mining algorithms wuse parameters to

measure word properties, such as similarity. We



propose a GPU-free AMoE framework using
similarity-based retrieval to fine-tune NLP tasks.

This paper explores no-GPU agentic
architecture for fine-tuning NLP tasks. It presents

a

our initial experiments applying these no-GPU
algorithms in pretraining and fine-tuning tasks on
our CubicPower agentic mixture of experts
(AMoE) framework, with the aim of contributing
to more sustainable Al development. In contrast
to the training procedures of neural networks,
which consume significant power, the AMoE
framework’s primary contribution to power
savings is that it requires no training process. We
have developed basic functionalities, but there is
still room for improvement. To address this, the
next step of our research will be to develop a
reasoning agent using the chain-of-thought (CoT)
method for complex problems.
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