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Abstract

Despite recent advances in Al, ASR sys-
tems still struggle with real-world errors
from pronunciation and homophones. To
solve this issue, we propose a verbal-
command-based correction system that en-
ables users to utter natural-language in-
structions to refine recognition outputs
with minimal effort. The system consists
of three modules: an input classifier, a
command classifier, and a correction la-
beler. To support training and evaluation,
we simulate ASR errors via TTS and ASR
pipelines to simulate the potential errors,
followed by verbal correction commands is-
sued based on linguistic features or LLMs.
Experiments show that the overall system
achieves over 80% correction accuracy and
delivers stable performance. Compared to
manual correction, this system also demon-
strates highly competitive correction speed,
which sufficiently indicates its feasibility
for practical deployment.
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A H N

WALF AL G BB R
FARAER 0
= 1% POST /input_classifier/ — 200

& 10: Case Study: % # log (Text)
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8https://eduact.csie.ncu.edu.tw/
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= 1% POST /error_correction/ — 200

& 12: Case Study: A% log (#4123 %)

BRI E12F TMEEZ T M T > 5
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IR AR A G A B FEEA T MR T
SEAEMS RS R 0 B EEE REEA B E 4
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