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Abstract

This study participates in the ROCLING-
2025 shared task on Chinese dimen-
sional sentiment analysis for medical self-
reflection texts. Dimensional Sentiment
Analysis (DSA) represents emotions as con-
tinuous dimensions, such as valence (posi-
tive to negative) and arousal (calm to ex-
cited), providing finer-grained representa-
tions compared to traditional categorical
approaches, which are suitable for applica-
tions in mental health monitoring and risk
assessment. We use large language models
(LLMs) to extract contextual embedding
vectors, which are then fed into regression
models, such as Support Vector Regres-
sion (SVR), for valence-arousal prediction.
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The training data consists of the Chinese
EmoBank dataset (2,954 general-domain
samples), the validation data is a Medical
Self-Reflection Corpus Dataset (994 sam-
ples), and the test data is another Medi-
cal Self-Reflection Corpus Dataset (1,541
samples). Experimental results show that
the SVR model with DeepSeek embed-
dings performs best. Multi-model ensem-
ble learning further improves performance
to 0.463 valence MAE, 0.759 arousal MAE,
0.805 valence PCC, and 0.608 arousal
PCC. This approach shows the potential of
multi-model fusion in DSA for biomedical
applications, facilitating the development
of non-intrusive mental health assessment

tools.
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R0 TR AEAY R PR L R B A 69 1 s
8% (Yan et al., 2021) © 4 > ERAEHRF
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BRGE o £ EA AP AR RA
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14 e B % 3% 5% X7 % (categori-
cal approach) » #1442 AT E@ ~T 4@ | X
M 585 o R s BHESZZEBHES T
f RGBS B 1 B R B > A HE O R BBk
B F 69 R E (Mohammad, 2016) ° &t »
2R ELEE XNF RSP (Dimensional Senti-
ment Analysis, DSA) BB K7 £ » REFS
LR FERBEEEMFHEEILE -
# A R T 7 N eLETBUE (Valence) | ~ 282
B (Arousal) ] =B 4 £ - (Calvo and D’Mello,
2010; Jonathan Posner and Peterson., 2005) °
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2.1 FMF® AAFRRGERELY
FHH R S AR R R R A B R A
Ao MR AL BT RARES VA A8l
B4 (4o ANEW, CVAW ) (Warriner et al.,
2013; Yang et al., 2016) » 31 XA P #3546
T35 VA AR EOERTAR - RHMKE
Z2H 7 E WX FEEEHF (Support Vector
Regression, SVR.) (Drucker et al., 1997) » 8§
LAk B R (Bag-of-Words) & TF-IDF
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et al., 2013) °
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A A AT 2 # % (CNN) Fo fl 3K AV & 5 %
(RNN) B & & o9 4 B A8 % i2 JE Rl 75 DSA °
CNN 18 & # B A 3 45 8 (Kim, 2014) » &
LSTM % RNN % % 8] ¢ & 32 5 7] &R (Tai
et al.,, 2015) © A #F £ A CNN $£ LSTM #
& AR B AR B LA B3 & (Hasib et al.,
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anism) 895 ATRFAF IR T FABIZLAE (Yang
et al., 2016) » (#h4k, 2022) BldE k S 1EH S H
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RFRGEFHRBZHRA > FAHA (Word
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word2vec (Mikolov et al., 2013) 2 GloVe (Pen-
nington et al., 2014) & 4B A R E @ F ;
[ % Transformer &4 69# 4 » BERT (Devlin
et al., 2019) FTAIN4RE T HA e ET L
A8 B 89 13834 A J (Contextual Embedding) °
1B —3E FRER T BA TR AF » KiadR
FFTZTEERET
2.3 RAEFTHA
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AW A R E S B0 FA A0 8 M9 W R 0 — A
#FE A 4o GPT (OpenAl, 2023) ~ Llama
(Touvron et al., 2023) ~ DeepSeek (Guo et al.,
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7o R W ASAR B A BRI E 5 AR
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Contrastive Learning ) (Yang et al., 2023) » /&
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R R > Transformer R 4% # 5 & 5 2 &
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based) &% > 7 F Ak A I35 AR BAE T P AT
RAF A3 (Wawer, 2024) °
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AL sk A8 E2F B > Hu F A8 LaSCL
(Label Semantic-Driven Contrastive Learning )
(Hu et al., 2025) #] i & 4% 5KRE RS A5
RGBT BB S 0 Xie FA#) DCLF
(Dual Contrastive Learning Framework) (Xie
et al., 2025) Bl& & 4B AER FFIHREY -
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## (dimension-wise fusion) & &1 4 — E ok
iS4 o Bl DCLF #2722 PCMDA (Par-
allel Contrastive Multimodal Domain Adapta-
tion) (Li et al., 2025) 3 /& % 1% f& 17 &4k 73]
R 3, RAF R 3K e

w0 AR (domain adaptation) $Z
% 18AR & H 2 B R o Wawer (Wawer,
2024) W PR A G H A E B F 893588
J& o B RAMBEAMMNE N ZE H TR
R PR AL AR 3k o Rl B o 35‘?4#7}‘5§7l'4'fiﬁ ESS
#EAZ®/EE MAE ~ PCC ~ CCC ¥ % T454% »
VAZA W RO AR fE 3 4 4E TR B é’)%&ﬁt °
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SVR »

LightGBM (Ke et al., 2017) ~

XGBoost (Chen and Guestrin, 2016)
CatBoost (Prokhorenkova et al., 2017) °
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3.1 EH#E

B E#+ %1% A Chinese EmoBank (Lee et al.,
2022; Yu et al., 2016) H & 6,4 2,954 £l A
ABIRP SUSUAR 0 BB S BUS ~ RS R
TH CARRERATHF - XAKE 7Y
57.6 F7L 2% £ 326 y%’z%‘%b 51-100
F e HRAZZE ¢ Valence T35 4.8 Arousal
T34 4.8 AL E RS o ERAPREE
BEHE r*u}’?/\994% SR B AR m
A B ERME (o THRAL ~Ti5%K]) ©
ARE :FH 765 F40 2EE 531 %z‘k
Ik ZEBHE iﬁk?}? 3% : Valence F
3 4.1 Arousal F35 4.0 H Rk & @.EL“%@E
AL o Bl A HE (DSAMST) : A& &
1541 E8E 8 E A A EHS f&ﬂ”éfzr

X s E}:&&ﬂ (Dimensional Sentiment Model)
WATARE R oREEg $ R
o M RAAE (Valence) : %&TJ’?’T%“@ 1E @) X,
AmBE > FoHREA1E9 5 MM
A REAE@ (Lo hrdl - n%{af) g
AR RE A @ (e &5~ HE) -
o “RELJE (Arousal) &M R # 5 E‘f‘;kv;i
R Ao REAFA 129 5 B
A REAMA I AT (T HF - f?f
&) o BABAAKR R T A R R
(doedf ~ 7)) °
3.2 FEHEAR
A2 A 8 PE RE M ARDE R (B 45 AR AT R4 25 41

# Valence ## Arousal 8 3 &
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A Kb T
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3.3 WHRESHAER

AR HSAARE - AR KAEZEA
BB %A% (Encoder) » B2 U R s b
TAXRBREHAGE s FEBKEANGEMA LA

Combination MAE V MAE A PCC_V PCC_A
Training 0.528 0.914 0.711 0.483
Validation 0.553 0.801 0.706 0.537
Training + half validation 0.524 0.809 0.754 0.538
Training 4+ Validation 0.524 0.809 0.754 0.538

Table 1:
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Model Name MAE V MAE A PCC_V PCC_A Overall Rank
XGBoost 0.526 (3) 0.857 (5) 0.724 (5) 0.457 (5) 4.50 (5)
LGBM 0.519 (1) 0.852 (4) 0.740 (3) 0.472 (4) 3.00 (3)
CatBoost 0.538 (4) 0.834 (3) 0.732 (4) 0.495 (3) 3.50 (4)
SVR 0.524 (2) 0.809 (1) 0.754 (2) 0.538 (2) 1.75 (1)
CustomResNet  0.550 (5) 0.830 (2) 0.761 (1) 0.542 (1) 2.25 (2)

Table 2: TR 5 ZHHAZ FTERER L

Encoder Name

MAE_V MAE_A PCC_V PCC_A

DeepSeek-R1-0528-Qwen3-8B 0.524 0.809 0.754 0.538
DeepSeek-Prover-V1.5-RL 0.527 0.839 0.749 0.504
Llama3-TAIDE-LX-8B-Chat-Alphal 0.529 0.827 0.743 0.518
multilingual-eb-large 0.554 0.810 0.726 0.531
multilingual-eb-large-instruct 0.523 0.807 0.742 0.539

Table 3: FR&AAEZFTRER LI

®FE A (Regressors ) » WATABI21E (Valence)
17282 & (Arousal) 44 o #— R EH (Run)
PPt JE — 40 [Encoder + Regressor| #9414 >
B2k & &

LLM Encoders A%t %i%MA 2 KAEZ
BAUGRRBHE > AEEMALANH LT
HNEE DeepSeek—R1—0528—Qwen3—8B i
DeepSeek-Prover-V1.5-RL (Xin et al., 2024)
¥ B A 4R B89 DeepSeek £ ZIAEA » A
%?ﬁ AR > 15 P A2 L AT

#% L #4714 1L © Llama3-TAIDE-LX-8B-Chat-
Alphal (TAIDE 2025) BtH T LA SET
HEEFH AR Llamad BEARRA » B4 RIF
BB S o A —Fr @ » mult1hngual—e5—
large 2 multilingual-e5- large—mstruct (Wang
et al., 2024) E“lﬁ’y?ri*ﬂr R Z MM EALF
AT > A SET R TRE S
B0 & kT o BRGHE /MM TR
BBRARMEOERT  BE—PRE M T‘%‘#E
M 6938 B AF B 0 3k IR R 0 BB AL

Regression Models EMETRFLET
Yﬁﬁkﬁaﬁ%ﬂ R ERGARERE A ERRE
FEH &k LFmEHEE (SVR) #A RBF
kernel * EZ 5 HEZE C = 10 2 ¢ = 0.2
nb?ﬁ»’(}%’ Bk oth AR LE
W R A F R R A B o XG-
Boost A Bl 4 Bl n_ estimators = 1000 ~
max__depth = 6 L4 learning rate = 0.05 * VA
RMSE 1k & ##46454% » £F @4 E R (Gra-
d1ent Boosting ) # R34k % 4R 35 - A6 R 4RI+

FA R R o Light GBM # l n__estimators =

500 ~ num_ leaves = 31 32 learning_rate =
005> AHBEEAAEHFBE KR R% (Leaf-

wise Growth) WA ik £ # Bk &8 4
#& ° CatBoost B A Bl 3T iterations = 1000 .
depth = 6 $& learning_rate = 0.05° Flix
RMSE 1 B 48 % & » &4 A A F 4= (Or—
dered Boosting) FAMT WL B AR £ o
EREZE TR AARZF;T —ER
AIREEARN S R EEREA /ﬁ.ﬁ”fﬂdﬂ B &
9 Custom ResNet ° X R A% &4~ B4k
BRAEBRER  HF—BERABLRERL - HHFRER
it (RMSNorm ) ~ ReLU # & & ¥ Dropout
(0.5) #a7% » & BRESIEBICEE EHEY
AT IR o B L& RMSNorm
iﬁ%’ﬁ&ﬁﬁkﬁn@&%ﬁ% it dy iy
R ik g R TR SRS 0 REM B RE A
=@ E 0 5P HIEEAR (Valence) $17R8E
(Arousal) ° Z# & » A 5] A EZHEK
V8B iR & » 3358 % Ak A R AF TR
PERAA 1 ERE » HEBEAXET

g =sin(z) x4+5 (3)

Hbop BEABEEGIE » § &R
/ﬂ\‘ /\%I( ’ ’EE{%Q“E%TJ' =) {j?a’%éﬁ#& v—'I- S ’T\

3.4 TRER

Bh A1 BFTARIKREHELHK
BRI o AHF A A A KA DeepSeek-
R1-0528-Qwen3-8B * & A M I A L KB B
HEEe T AHEAAERN I HEeEew
B (SVR) » R vAEAT M & 4 69 18 & S fa
FAR] o fEAEAE F IR E G HRT » Valence 2
Arousal 8 MAE 2% % 0.528 $2 0.914 ° #
PCC 4% 5 0.711 $2 0.483 © & 2351 A3 5

B AR OKEE o B KA MR E REA
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Encoder

Text Embedding

Ensemble Learning

Feature Vector
— LLM_1 4’{’ Token || Token | . Token | > SVR_V | SVR_A ‘
Feature Vector
— LLM_2 4{’ Token || Token | . Token | > SVR_ V | SVR A ‘
Text — ) : :
Feature Vector
— LLM. n *{‘ Token H Token | ‘ Token H—{’ SVR_V‘ SVR_A ‘
| mean SVR_A
Figure 1: % %5 % & R 2 H &%
MAE_V MAE_A PCC_V PCC_A
Models 0.495 0.802 0.772 0.544
Encoders 0.463 0.759 0.805 0.608
Table 4: AKX 7 %
Mk E + Brse e —F ) 09 E TEFRMAEL  DeepSeek-Prover-V1.5-RL $2 Llama3-TAIDE-

3R, » Valence MAE B 0.524 ~ Arousal MAE &
0.809 » #HEH PCC 47 & 0.754 $2 0.538 °

FTHBEFRREZERA (K 2) K
i mij’: rTrammg + half validation| 314k %
% T » 3 VA DeepSeek-R1-0528-Qwen3-8B AT
AR H A B ET TR BRET > SVR
$ Custom ResNet 69 % 5% & 34574 L A4 B
#AHEA o SVR £ WIAIEIE LY RIFE T -
£ F Valence PCC & 0.754 » Arousal PCC &
0 538 » E P L % — o Custom ResNet #: it
Valence PCC (0.761) $2 Arousal PCC (0.542)
Ltk 2L MAE RAM#S SVR > ¥4
BEL = o &Y SVR £ AR AR RIS
EROERTRAL BAEGZILET o

EHmBmELETE (K 3) » AR
wHA L F@EEE (SVR) 1 A& &7
% IR A A4 A Training + validation
®ATE B & R B T > DeepSeek-R1-0528-
Qwen3-8B $2 multilingual—e5—large—instruct a9
ERaaA o X F AT A £ Valence PCC
(0.754) LR i3 R AR @+ A £
Arousal PCC (0.539) %% o L% #% & 4=
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LX&MmmAmm1ﬁ%ﬁm —E AR T
{2 % 38 20 A8 A4 4K o 48 & X T » multilingual-
e5—large /13‘-‘7-"7“59}&17}& THEKE BTRA
B TR ERAGEA ft BRI T A A
BRI - EHmET H#HPLERA
DeepSeek % 7| 4 2% % 1 Valence 1 Arousal
Ay FA B LR, B AR 6945 T M S IE Aot o

ﬁb’l‘ KAVE R RS E 7 EE—F R
A A A H TR 13]/5”&% %)&.7}‘5\]1‘;5‘
%h’i%%%ﬁ4ﬁr ™ ZF » Mod-
els BAF & 2 (Z:ﬂkﬁﬂ?ﬁ@im) (ﬁé%kﬂ"l‘f&
R 0 Bp &4 SVR ~ Custom ResNet $24% & 12
FEERGFA B B LR FEE A En-
coders Bl B & 3 (RR%AAHE) &R
%m Braxd %8 LLM % A5 %5 P74 R 6978 &

o thi R BT o WRARE L 4569 B R
%ﬁﬁ%ﬁméﬁ%ﬁ 5 A A AR B M4 AT
L » Valence PCC i %] 0.805 * Arousal PCC
B 0.608 0 ¥ B AR & &R ER (Va-
lence PCC = O 772~ Arousal PCC =0.544) °
L& RFY > BB STRZERTH A K
MPE R LR G ERIE 0 #4 DSA 1£75
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KE B 1 EATTHREN S BHEER

m% ST FEAR A RE LLM %45 % 4 s
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3.5 &

AR 44 ROCLING-2025 4t F A7 69 T
BRA &Ji‘i’.xi\ AHGMEHARZTT RAEES
A A AR G AR B O ok W R AT
175 e k3R, > i&ﬁ'ﬂ/‘{*’u\tbﬁx,\ H oo 4z
SERERBIMN » 2R BH

35’(‘3\[‘3 é’] FRM AIRERL P EE
’3] N BARASREAH (4] ’ﬁﬂiﬂilﬂ [Training
—|— half VahdatlonJ R o R 4% fR A
& A S5 R LA B 84 ,\fi.?’é.i;?f_ ) H
AR I AL A £ 2B (Valence) $Ew5eBg
(Arousal) FA#| L&y EsEE o

2. AR L E%ﬁi@ﬁ%ﬁiﬁ‘:“{’ s X FF
W@ (SVR) $ Custom ResNet &
A&k - SVR £ )‘/’“#Jr’Faﬂ]ﬁﬁ% B ig
HABLHE R > WAL LRI M
R B A5 6972 4L A8 1 5 Custom ResNet
Al PCC 4642 L6 4% » 124£ MAE
L RE SVR » B8 EAIKZ o

3. A E K nbﬂ\ﬁ TR %ﬁ%%%ﬂ%ﬁ&%%’(
PBLEG A £ B o HF > DeepSeek-
R1-0528-Qwen3-8B # Valence 78 #| E
i# 5 A2 &R > & multilingual-e5- large—
instruct Bl & Arousal 78 #] Ewg 4k 4 3% o
88 7 F ° DeepSeek % 7|45 5 & “F’ e
BRI ARGERFBRERELERARE 58
& T P S 3E Fodk o

4, BERZH OGS AEAE—
1€ 1% ’*”/‘*’”&&ﬂ‘%ﬁi % mAS 3 A
RBREBRREEEAAXAELSTIAEAD
%%’£~*&%ﬁﬂ%&m e dLAsAE
Mo BERERFBE » EREMA Valence
# Arousal #9 % 4542 L Bl 4 &
#, o
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BRI E » 226 E T k&R
R s REA IR LRI Bk

FTPORAEME o hF AT ELEBERARERT
I$L%%Txﬂkm’&%%%%&Aﬁ

404

A B RFET 09I AR T AR T oAl
X REEA o

References

Rafael A. Calvo and Sidney D’Mello. 2010. Affect
detection: An interdisciplinary review of models,
methods, and their applications. IEEE Transac-
tions on Affective Computing, 1(1):18-37.

Tiangi Chen and Carlos Guestrin. 2016. Xgboost:
A scalable tree boosting system. In Proceedings
of the 22nd ACM SIGKDD international confer-
ence on knowledge discovery and data mining,
pages 785—794.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training
of deep bidirectional transformers for language
understanding. In Proceedings of the 2019 Con-
ference of the North American Chapter of the
Association for Computational Linguistics: Hu-
man Language Technologies, Volume 1 (Long
and Short Papers), pages 4171-4186, Minneapo-
lis, Minnesota. Association for Computational
Linguistics.

Harris Drucker, Chris J.C. Burges, Linda Kauf-
man, Alex Smola, and Vladimir Vapnik. 1997.
Support vector regression machines. In Ad-
vances in neural information processing systems,
pages 155-161.

Daya Guo et al. 2025. Deepseek-rl: Incentivizing
reasoning capability in llms via reinforcement
learning.

Khan Md Hasib, Sami Azam, Asif Karim,
Ahmed Al Marouf, F M Javed Mehedi Sham-
rat, Sidratul Montaha, Kheng Cher Yeo, Mirjam
Jonkman, Reda Alhajj, and Jon G. Rokne. 2023.
Mecnn-lstm: Combining cnn and Istm to classify
multi-class text in imbalanced news data. IEEE
Access, 11:93048-93063.

Jiaxi Hu, Leyuan Qu, Haoxun Li, and Taihao Li.
2025. Label Semantic-Driven Contrastive Learn-
ing for Speech Emotion Recognition. In Inter-
speech 2025, pages 4348-4352.

James A. Russell Jonathan Posner and Bradley S.
Peterson. 2005. The circumplex model of
affect: An integrative approach to affective
neuroscience, cognitive development, and psy-
chopathology. Development and Psychopathol-
ogy, 17(3):715—734.

Guolin Ke, Qi Meng, Thomas Finley, Taifeng
Wang, Wei Chen, Weidong Ma, Qiwei Ye, and
Tie-Yan Liu. 2017. Lightgbm: A highly efficient
gradient boosting decision tree. In Advances
in neural information processing systems, pages
3146-3154.


https://doi.org/10.1109/T-AFFC.2010.1
https://doi.org/10.1109/T-AFFC.2010.1
https://doi.org/10.1109/T-AFFC.2010.1
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
http://arxiv.org/abs/2501.12948
http://arxiv.org/abs/2501.12948
http://arxiv.org/abs/2501.12948
https://doi.org/10.1109/ACCESS.2023.3309697
https://doi.org/10.1109/ACCESS.2023.3309697
https://doi.org/10.21437/Interspeech.2025-703
https://doi.org/10.21437/Interspeech.2025-703
https://doi.org/10.1017/S0954579405050340
https://doi.org/10.1017/S0954579405050340
https://doi.org/10.1017/S0954579405050340
https://doi.org/10.1017/S0954579405050340

Yoon Kim. 2014. Convolutional neural networks
for sentence classification. In Proceedings of
the 2014 Conference on Empirical Methods in
Natural Language Processing (EMNLP), pages
1746-1751, Doha, Qatar. Association for Com-
putational Linguistics.

Lung-Hao Lee, Jian-Hong Li, and Liang-Chih Yu.
2022.  Chinese emobank: Building valence-
arousal resources for dimensional sentiment
analysis. ACM Transactions on Asian and
Low-Resource Language Information Processing,

21(4).

Lung-Hao Lee, Tzu-Mi Lin, Hsiu-Min Shih, Kuo-
Kai Shyu, Anna S. Hsu, and Peih-Ying Lu.
2025. Rocling-2025 shared task: Chinese di-
mensional sentiment analysis for medical self-
reflection texts. In Proceedings of the 37th
Conference on Computational Linguistics and
Speech Processing.

Dongdong Li, Shengyao Huang, Li Xie, Zhe Wang,
and Jiazhen Xu. 2025. Neuron perception in-
spired eeg emotion recognition with parallel con-
trastive learning. IEEE Transactions on Neural
Networks and Learning Systems, 36(8):14049-
14062.

Bing Liu. 2012. Sentiment analysis and opinion
mining, Synthesis Lectures on Human Language
Technologies, volume 5. Morgan & Claypool
Publishers.

Nikolaos Malandrakis, Alexandros Potamianos,
Elias Iosif, and Shrikanth Narayanan. 2013. Dis-
tributional semantic models for affective text
analysis. IEEE Transactions on Audio, Speech,
and Language Processing, 21(11):2379-2392.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jef-
frey Dean. 2013. Efficient estimation of word
representations in vector space.

Saif M. Mohammad. 2016. Sentiment analysis:
Detecting valence, emotions, and other affec-
tual states from text. In Herbert L. Meiselman,
editor, Emotion Measurement, pages 201-237.
Woodhead Publishing.

OpenAl. 2023. Gpt-4 technical report. https://
cdn.openai.com/papers/gpt-4.pdf.

Jeffrey Pennington, Richard Socher, and Christo-
pher Manning. 2014. GloVe: Global vectors
for word representation. In Proceedings of the
2014 Conference on Empirical Methods in Natu-
ral Language Processing (EMNLP), pages 1532—
1543, Doha, Qatar. Association for Computa-
tional Linguistics.

Liudmila Prokhorenkova, Gleb Gusev, Aleksandr
Vorobev, Anna Veronika Dorogush, and An-
drey Gulin. 2017. Catboost: unbiased boost-
ing with categorical features. arXiv preprint
arXiv:1706.09516.

405

Kai Sheng Tai, Richard Socher, and Christopher D.
Manning. 2015. Improved semantic representa-
tions from tree-structured long short-term mem-
ory networks. In Proceedings of the 53rd Annual
Meeting of the Association for Computational
Linguistics and the 7Tth International Joint Con-
ference on Natural Language Processing (Vol-
ume 1: Long Papers), pages 1556-1566, Beijing,
China. Association for Computational Linguis-
tics.

TAIDE. Llama3-TAIDE-LX-8B-Chat-
Alphal. https://huggingface.co/taide/
Llama3-TAIDE-LX-8B-Chat-Alphal. Accessed:
2025-09-01.

2025.

Hugo Touvron, Thibaut Lavril, Gautier Izacard,
Xavier Martinet, Marie-Anne Lachaux, Timo-
thée Lacroix, Baptiste Roziere, Naman Goyal,
Eric Hambro, Faisal Azhar, Aurelien Rodriguez,
Armand Joulin, Edouard Grave, and Guillaume
Lample. 2023. Llama: Open and efficient foun-
dation language models.

Ashish Vaswani, Noam Shazeer, Niki Parmar,
Jakob Uszkoreit, Llion Jones, Aidan N. Gomez,
Lukasz Kaiser, and Illia Polosukhin. 2023. At-
tention is all you need.

Krishnapriya Vishnubhotla, Daniela Teodorescu,
Mallory J. Feldman, Kristen A. Lindquist, and
Saif M. Mohammad. 2024. Emotion granularity
from text: An aggregate-level indicator of men-
tal health.

Liang Wang, Nan Yang, Xiaolong Huang, Linjun
Yang, Rangan Majumder, and Furu Wei. 2024.
Multilingual e5 text embeddings: A technical
report. arXiv preprint arXiv:2402.05672.

Amy B. Warriner, Victor Kuperman, and Marc
Brysbaert. 2013. Norms of valence, arousal, and
dominance for 13,915 english lemmas. Behavior
Research Methods, 45(4):1191-1207.

Aleksandra Wawer. 2024. Few-shot methods for
aspect-level sentiment analysis. Information,
15(11):664.

Yunhe Xie, Chengjie Sun, Ziyi Cao, Bingquan
Liu, Zhenzhou Ji, Yuanchao Liu, and Lili Shan.
2025. A dual contrastive learning framework
for enhanced multimodal conversational emo-
tion recognition. In Proceedings of the 31st In-
ternational Conference on Computational Lin-
guistics, pages 4055-4065, Abu Dhabi, UAE. As-
sociation for Computational Linguistics.

Huajian Xin, Z. Z. Ren, Junxiao Song, Zhihong
Shao, Wanjia Zhao, Haocheng Wang, Bo Liu,
Liyue Zhang, Xuan Lu, Qiushi Du, Wenjun Gao,
Qihao Zhu, Dejian Yang, Zhibin Gou, Z. F. Wu,
Fuli Luo, and Chong Ruan. 2024. Deepseek-
prover-v1.5: Harnessing proof assistant feedback
for reinforcement learning and monte-carlo tree
search.


https://doi.org/10.3115/v1/D14-1181
https://doi.org/10.3115/v1/D14-1181
https://doi.org/10.1145/3489141
https://doi.org/10.1145/3489141
https://doi.org/10.1145/3489141
https://doi.org/10.1109/TNNLS.2025.3546283
https://doi.org/10.1109/TNNLS.2025.3546283
https://doi.org/10.1109/TNNLS.2025.3546283
https://doi.org/10.2200/S00416ED1V01Y201204HLT016
https://doi.org/10.2200/S00416ED1V01Y201204HLT016
https://doi.org/10.2200/S00416ED1V01Y201204HLT016
https://doi.org/10.1109/TASL.2013.2277931
https://doi.org/10.1109/TASL.2013.2277931
https://doi.org/10.1109/TASL.2013.2277931
http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1301.3781
https://doi.org/https://doi.org/10.1016/B978-0-08-100508-8.00009-6
https://doi.org/https://doi.org/10.1016/B978-0-08-100508-8.00009-6
https://doi.org/https://doi.org/10.1016/B978-0-08-100508-8.00009-6
https://cdn.openai.com/papers/gpt-4.pdf
https://cdn.openai.com/papers/gpt-4.pdf
https://doi.org/10.3115/v1/D14-1162
https://doi.org/10.3115/v1/D14-1162
https://doi.org/10.3115/v1/P15-1150
https://doi.org/10.3115/v1/P15-1150
https://doi.org/10.3115/v1/P15-1150
https://huggingface.co/taide/Llama3-TAIDE-LX-8B-Chat-Alpha1
https://huggingface.co/taide/Llama3-TAIDE-LX-8B-Chat-Alpha1
http://arxiv.org/abs/2302.13971
http://arxiv.org/abs/2302.13971
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/1706.03762
http://arxiv.org/abs/2403.02281
http://arxiv.org/abs/2403.02281
http://arxiv.org/abs/2403.02281
https://doi.org/10.3758/s13428-012-0314-x
https://doi.org/10.3758/s13428-012-0314-x
https://aclanthology.org/2025.coling-main.272/
https://aclanthology.org/2025.coling-main.272/
https://aclanthology.org/2025.coling-main.272/
http://arxiv.org/abs/2408.08152
http://arxiv.org/abs/2408.08152
http://arxiv.org/abs/2408.08152
http://arxiv.org/abs/2408.08152

Qi Yan, Zheng Jiang, Zachary Harbin, Preston H
Tolbert, and Mark G Davies. 2021. FExplor-
ing the relationship between electronic health
records and provider burnout: A systematic re-
view. Journal of the American Medical Infor-
matics Association, 28(5):1009-1021.

Kailai Yang, Tianlin Zhang, Hassan Alhuzali, and
Sophia Ananiadou. 2023.  Cluster-level con-
trastive learning for emotion recognition in con-
versations. IEEE Transactions on Affective
Computing, 14(4):3269—3280.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alex Smola, and Eduard Hovy. 2016. Hierar-
chical attention networks for document classifi-
cation. In Proceedings of the 2016 Conference
of the North American Chapter of the Associa-
tion for Computational Linguistics: Human Lan-
guage Technologies, pages 1480-1489, San Diego,
California. Association for Computational Lin-
guistics.

Liang-Chih Yu, Lung-Hao Lee, Shuai Hao, Jin
Wang, Yunchao He, Jun Hu, K. Robert Lai, and
Xuejie Zhang. 2016. Building Chinese affective
resources in valence-arousal dimensions. In Pro-
ceedings of the 2016 Conference of the North
American Chapter of the Association for Com-
putational Linguistics: Human Language Tech-
nologies, pages 540-545, San Diego, California.
Association for Computational Linguistics.

WAL 2022, FEFEEUFREIMTIAE HE
B, OH KRG, SRR LRl A G

406


https://doi.org/10.1093/jamia/ocab009
https://doi.org/10.1093/jamia/ocab009
https://doi.org/10.1093/jamia/ocab009
https://doi.org/10.1093/jamia/ocab009
https://doi.org/10.1109/taffc.2023.3243463
https://doi.org/10.1109/taffc.2023.3243463
https://doi.org/10.1109/taffc.2023.3243463
https://doi.org/10.18653/v1/N16-1174
https://doi.org/10.18653/v1/N16-1174
https://doi.org/10.18653/v1/N16-1174
https://doi.org/10.18653/v1/N16-1066
https://doi.org/10.18653/v1/N16-1066
https://hdl.handle.net/11296/cf747v

