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Abstract 

Regression-based prediction is widely 
applied to continuous outputs, such as 
emotion dimension estimation. However, 
traditional methods struggle to handle 
unclear annotation standards and 
ambiguous cases. To address this 
challenge, we propose a dual-layer agent-
executor framework, where the agent is 
responsible for constructing and refining 
guidelines, while the executor applies these 
guidelines to annotate large-scale data. 
Notably, we introduce a novel refinement 
mechanism that can detect outlier instances 
and provide feedback to the agent for 
guideline revision, thereby achieving 
iterative improvement. We applied this 
method to the ROCLING 2025 shared task 
(Lee et al., 2025)  for predicting valence-
arousal (VA) values in medical self-
reflection texts. Compared to the 
unmodified version, the outlier-driven 
configuration effectively reduced MAE for 
both V/A, with A-MAE significantly 
decreased by 7.7%. The final valence-
MAE was 0.51 and arousal-MAE was 0.87, 
ranking fourth.  

Keywords: LLM Prediction, Dimensional Sentiment 
Analysis, Prompt Optimization 

1 Introduction 

Dimensional emotion analysis have highlighted 
the importance of continuous valence-arousal (VA) 
prediction for understanding emotional states in 
text (Russell, 1980; Buechel & Hahn, 2017). These 
models have demonstrated remarkable capabilities 
in capturing the nuanced nature of human emotions 
across various domains, from social media analysis 
to clinical applications (Mohammad, 2018; Park et 
al., 2021; Mitsios et al., 2024). However, despite 
their impressive performance, current approaches  

struggle with fundamental challenges in 
specialized domains such as medical self-reflection 
texts, where emotional expressions are often subtle, 
context-dependent, and require domain-specific 
understanding (Teodorescu et al., 2023; Alvarez-
Gonzalez et al., 2021). This highlights the need for 
more adaptive and interpretable frameworks that 
can systematically improve annotation quality 
through iterative refinement. 

Many current methods for emotion prediction 
rely on static annotation guidelines and traditional 
regression approaches that treat valence and 
arousal dimensions independently (Park et al., 
2021; Bobicev & Sokolova, 2018). These 
approaches typically depend on large-scale 
manually annotated datasets with consistent 
labeling criteria. However, there are two main 
challenges with these methods. Firstly, creating 
high-quality annotations for dimensional emotion 
analysis is expensive and time-consuming, 
particularly in specialized domains like healthcare 
where expert knowledge is required (Wei et al., 
2021; Giachelle et al., 2021). For instance, Wei et 
al. (2021) demonstrated that "manual annotation 
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Figure 1: Overview of the dual-layer Agent-Executor framework. 
The Agent constructs and revises guidelines, while the Executor 
performs annotations under three configurations, with IQR-
based outlier detection driving the feedback loop. 
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by clinical experts is both time consuming and 
expensive," while Giachelle et al. (2021) noted that 
"manual annotation of large datasets is an 
expensive and time-consuming task requiring 
plenty of expert annotators with extensive 
experience in biomedical contents." Secondly, 
static guidelines cannot adapt to the diverse and 
ambiguous emotional expressions encountered in 
real-world texts, limiting their effectiveness for 
edge cases and domain-specific nuances (Alvarez-
Gonzalez et al., 2021). 

Large Language Models (LLMs), on the other 
hand, have shown remarkable ability to understand 
complex instructions and provide detailed 
feedback, indicating potential for more 
sophisticated annotation and refinement methods 
(Brown et al., 2020; Ouyang et al., 2022). Recent 
work in prompt optimization has demonstrated that 
iterative refinement can significantly improve 
model performance through systematic feedback 
incorporation (Wan et al., 2023). Madaan et al. 
(2023) showed that LLMs can iteratively improve 
their outputs through self-generated feedback, 
achieving approximately 20% improvement across 
various tasks without additional training. 

Considering the advantages and disadvantages 
mentioned above, We propose a dual-layer Agent-
Executor framework (Figure 1) for iterative 
guideline refinement, addressing annotation 
quality challenges in limited-data settings. In this 
approach, a high-capacity Agent formulates 
guidelines by analyzing domain knowledge and 
annotation complexities, while an efficient 
Executor applies these guidelines at scale to 
annotate data. A key feature is an outlier-driven 
feedback loop that decrease deviations in Executor 
predictions and feeds them back to the Agent for 
guideline revision. Evaluated on the ROCLING 
2025 shared task for predicting valence-arousal 
values in Chinese medical self-reflection texts, our 
framework achieved fourth place. These findings 
highlight the effectiveness of adaptive guideline 
refinement and outlier feedback in enhancing 
annotation consistency and performance in 
specialized medical emotion prediction tasks. 

The main contributions of this work are: (1) A 
novel dual-layer Agent-Executor framework that 
separates high-level guideline construction from 
efficient large-scale annotation; (2) An outlier-
driven feedback mechanism that enables 
systematic identification and correction of 
problematic predictions; (3) Empirical validation 

on medical self-reflection texts showing the 
effectiveness of iterative refinement for 
dimensional emotion analysis. 

2 Related Work 

Recent advances in dimensional emotion analysis, 
prompt optimization, and agent-based NLP 
frameworks have converged to address the 
challenges of continuous emotion prediction in 
specialized domains (Buechel & Hahn, 2017; 
Madaan et al., 2023; Zhao et al., 2024). In this 
section, we review three key research areas that 
inform our approach: dimensional emotion 
analysis for valence-arousal prediction, iterative 
prompt refinement methods, and hierarchical agent 
frameworks for NLP tasks. 

2.1 Dimensional Emotion Analysis  

Dimensional models of emotion, particularly the 
valence-arousal framework, have emerged as 
robust representations for capturing the continuous 
nature of emotional states in text (Russell, 1980). 
Buechel and Hahn (2017) established EmoBank, a 
foundational corpus of 10,000 sentences annotated 
with Valence-Arousal-Dominance dimensions, 
demonstrating the superiority of reader's 
perspective over writer's perspective in terms of 
inter-annotator agreement. This bi-perspectival 
approach highlighted the inherent challenges in 
dimensional emotion annotation, where different 
viewpoints can lead to substantially different 
emotional interpretations. 

Recent advances have addressed the gap 
between categorical and dimensional emotion 
representations. Park et al. (2021) presented a 
novel approach for predicting fine-grained VAD 
dimensions from categorical emotion annotations 
using Earth Mover's Distance loss, showing that 
traditional regression approaches treating 
dimensions independently suffer from significant 
limitations. Mitsios et al. (2024) further advanced 
the field by introducing ordinal classification 
techniques for two-dimensional emotion spaces, 
addressing perceptual similarities among 
emotional classes and achieving substantial 
improvements in prediction accuracy. 

However, significant challenges persist in 
dimensional emotion analysis. Bagdon et al. (2024) 
noted that "humans perform worse when tasked to 
choose values from a rating scale," highlighting 
fundamental annotation reliability issues that affect 
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model training. These challenges are compounded 
in specialized domains such as medical texts, 
where emotional expressions are often subtle and 
context-dependent. 

2.2 Prompt optimization 

The limitations of static prompting approaches 
have driven significant research into adaptive and 
iterative prompt optimization methods. Ye et al. 
(2024) introduced the PE2 framework, which 
addresses static prompt limitations through meta-
prompt components that enable iterative 
refinement and targeted prompt editing. This 
approach demonstrated the ability to rectify 
erroneous prompts and adapt to domain-specific 
requirements through systematic feedback 
incorporation. 

Self-adaptive prompting has emerged as a key 
paradigm for dynamic prompt optimization. Wan 
et al. (2023a) proposed Consistency-based Self-
adaptive Prompting (COSP), which dynamically 
selects examples based on consistency measures, 
achieving 15% improvement over static baselines. 
Their subsequent work (Wan et al., 2023b) 
extended this approach to Universal Self-Adaptive 
Prompting, automatically selecting suitable queries 
and responses as pseudo-demonstrations across 
diverse task types. 

Madaan et al. (2023) introduced Self-Refine, 
demonstrating that large language models can 
iteratively improve their outputs through self-
generated feedback without additional training. 
Their approach achieved approximately 20% 
absolute improvement on average across various 
tasks, establishing the viability of iterative 
refinement for quality enhancement. This work is 
particularly relevant to our outlier-driven approach, 
as it shows how models can identify and correct 
problematic aspects of their outputs through 
systematic feedback loops. 

2.3 Hierarchical Frameworks  

Hierarchical and multi-agent frameworks have 
shown substantial promise for complex NLP tasks 
requiring coordinated reasoning and execution. 
Zhao et al. (2024) presented EPO, a hierarchical 
LLM agent framework with separate components 
for subgoal prediction and action generation, 
achieving first place on the ALFRED leaderboard 
through effective dual-layer architecture design. 
This work demonstrates the power of role 
specialization in agent frameworks. 

Wang et al. (2024) explored executable code 
actions in agent frameworks, showing that dual-
component architectures with structured agent-
executor separation can achieve 20% higher 
success rates than monolithic approaches. Their 
work highlights the importance of clear separation 
between high-level reasoning and low-level 
execution components. 

Recent work has also addressed the specific 
challenges of outlier detection and iterative 
improvement in NLP systems. Zhang et al. (2024) 
further advanced this area by decomposing LLM 
confidence into uncertainty and fidelity 
components, providing the foundation for 
systematic identification of problematic examples. 
Hu et al. (2024) demonstrated Self-Refinement 
Tuning using model-generated feedback for 
iterative improvement, showing how outlier-driven 
learning can enhance model performance through 
systematic identification and correction of 
problematic outputs. 

Our work builds upon these foundations by 
combining dimensional emotion analysis 
challenges with iterative prompt refinement 
techniques within a specialized agent-executor 
framework, specifically designed for prediction 
tasks where both accuracy and interpretability are 
crucial. 

3 Method 

This section presents our dual-layer Agent-
Executor framework for iterative guideline 
refinement in valence-arousal prediction. We first 
introduce the overall framework architecture, then 
detail the Agent and Executor components, 
followed by our outlier-driven feedback 
mechanism for systematic guideline improvement. 

3.1 Guideline Formulation 

The Agent component serves as the rule-making 
authority responsible for understanding the 
complexities of dimensional emotion analysis and 
constructing comprehensive annotation guidelines. 
The Agent's primary functions encompass 
theoretical knowledge synthesis, systematic 
guideline construction, and iterative refinement 
based on feedback analysis. 

Theoretical Foundation Integration: The Agent 
synthesizes established theoretical frameworks 
from dimensional emotion literature with empirical 
patterns observed in annotated text data. It 
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incorporates understanding of the circumplex 
model of affect while adapting to the nuanced 
emotional expressions characteristic of specialized 
text domains. 

Initial Guideline Construction Process  The 
Agent employs an open-ended instruction 
framework designed to enable flexible and 
comprehensive guideline development. Rather 
than imposing rigid structural constraints that 
might limit the model's reasoning capabilities, the 
initial prompt template encourages creative and 
thorough guideline formulation, the initial prompt 
template as shown in Figure 2. 

     This unconstrained prompt design allows the 
Agent to autonomously determine the most 
appropriate organizational structure and content 
depth for the annotation guidelines. We found that  
We found that even without specific formatting 
requirements, the enables the agent to leverage 
framework its inherent reasoning capabilities to 
identify key evaluation dimensions, establish a 
logical hierarchy, and establish multifaceted 
criteria. These criteria emerge naturally from the 
data patterns instead of being restricted by 
prescriptive predefined rules. 

3.2 Annotation Execution 

The Executor component is responsible for 
applying the Agent's guidelines to perform large-
scale valence-arousal prediction with rigorous 
quality control and standardized output formatting. 

Once receiving the comprehensive annotation 
guidelines from the Agent, the executor 
systematically applies them to the unlabeled text 
dataset. To ensure high-quality annotations, the 
component implements strict adherence protocols 
that require explicit reference to guideline criteria 
during the prediction process. Each input text 
undergoes systematic evaluation against the 
established rubrics, with the Executor required to 
demonstrate clear reasoning chains linking textual 
features to scoring decisions. 

3.3 Outlier-Driven Feedback Mechanism 

The core innovation of our framework lies in the 
systematic identification and utilization of outlier 
predictions for guideline improvement. Following 
initial template-based prediction on the validation 
set, we employ the Interquartile Range (IQR) 
method to identify outlier instances based on 
prediction errors relative to ground truth values. 

IQR-Based Outlier Identification     We utilize 
the IQR method for outlier. Unlike methods that 
rely on standard deviation, IQR provides several 
key advantages: (1) Distributional Robustness - 
IQR remains stable even when error distributions 
are non-normal or contain extreme outliers, 
making it particularly suitable for emotion 
prediction tasks where errors may not follow 
Gaussian distributions; (2) Percentile-Based 
Thresholds - By defining outliers as values beyond 
Q1 - k×IQR or Q3 + k×IQR, the method provides 
interpretable thresholds that correspond to natural 
data quartiles; (3) Insensitivity to Outliers - Since 
IQR is calculated using only the 25th and 75th 
percentiles, it is not influenced by extreme values, 
preventing the masking effect where true outliers 
make other outliers appear normal. 

For each dimension (valence and arousal), we 
calculate the absolute prediction error as:  

where 𝑦!"#$,&and 𝑦'"(#,& represent the predicted 
and ground truth values for instance 𝑖, respectively. 
The IQR is then computed as: 

 
 

 
where 𝑄)and 𝑄*are the first and third quartiles 

of the error distribution. Outliers are identified as 
instances where: 
 

where 𝑘	is the threshold multiplier. Given that 
prediction errors are non-negative (absolute 
values), we primarily focus on the upper bound 
criterion. 

Figure 2: The template for initial annotation guideline 
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4 Experiment 

4.1 Dataset  

Our experimental evaluation employs datasets 
provided by the ROCLING 2025 shared task 
organizers (Lee et al., 2025). 

We utilize The Chinese EmoBank (Lee et al., 
2022) for initial guideline construction. Due to our 
focus on sentence-level emotion recognition and 
hardware constraints, we extracted 600 instances 
from the sentence-level (CVAS) and text-level 
(CVAT) components through stratified sampling to 
maintain distributional consistency with the 
complete dataset. 

The validation set contains 994 doctors' self-
reflection texts for system development, while the 
test set provides 1,541 doctors' self-reflection texts 
for final performance evaluation. 

4.2 Outlier Detection Configurations 

To evaluate the effectiveness of our outlier-driven 
feedback mechanism, we implement three 
experimental configurations that systematically 
assess the impact of iterative guideline refinement: 

• Baseline: Employing the original prompt 
template to produce static guidelines that 
remain unchanged throughout the 
evaluation process, providing a reference 
point for measuring improvement. 

• Conservative Detection: Implementing 
outlier-driven feedback mechanism with a 
conservative threshold setting (k = 1.5). 
Outliers are identified when prediction 
errors exceed threshold, focusing on the 
most significant prediction failures to 
drive targeted guideline improvements 
while maintaining stability in the 
refinement process. 

• Aggressive Detection: This configuration 
employs a more aggressive threshold 
setting (k = 1.0) to identify a broader range 
of prediction anomalies. By lowering the 
outlier detection threshold to Q₃ + 1.0 × 
IQR, this approach captures more 
instances for feedback analysis, enabling 
comprehensive guideline refinement at the 
potential cost of including less critical 
prediction errors. 

4.3 Evaluation Metrics 

Following the official evaluation protocol 
established by the ROCLING 2025 shared task 
organizers, we employ two primary metrics for 
assessing dimensional emotion prediction 
performance: 

Mean Absolute Error (MAE): The MAE 
measures the average magnitude of prediction 
errors without considering their direction: 
 

 
 

where n represents the total number of instances. 
MAE provides several advantages for dimensional 
emotion analysis: (1) Interpretability - MAE values 
directly correspond to the average prediction error 
in the original scale, making results easily 
interpretable; (2) Robustness to Outliers - Unlike 
squared error metrics, MAE is less sensitive to 
extreme prediction errors, providing a more stable 
assessment of typical model performance; (3) 
Linear Penalty - MAE assigns equal weight to all 
errors regardless of magnitude, avoiding the 
disproportionate influence of large errors that can 
skew evaluation in squared metrics. 

Pearson Correlation Coefficient (PCC): The 
PCC measures the linear correlation between 
predicted and true values: 

where ȳ represents the mean values. PCC offers 
complementary evaluation benefits: (1) Scale 
Invariance - PCC is unaffected by linear 
transformations, focusing on the relationship 
structure rather than absolute values; (2) Ranking 
Preservation - High PCC values indicate that the 
model maintains the relative ordering of emotional 
intensities across instances; (3) Distributional 
Alignment - PCC captures how well the predicted 
distribution matches the true distribution pattern, 
essential for dimensional emotion modeling. 

The combination of MAE and PCC provides 
comprehensive evaluation coverage, with MAE 
assessing absolute prediction accuracy and PCC 
evaluating the preservation of emotional intensity 
relationships across the continuous valence-
arousal space. 
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4.4 Implementation Details 

Our dual-layer Agent-Executor framework 
leverages different model configurations 
optimized for their respective roles in the 
annotation pipeline. 

Agent: The agent employs GPT-o3 as the 
underlying language model. This high-capacity 
model provides the advanced reasoning 
capabilities necessary for analyzing complex 
annotation patterns, identifying systematic errors 
in outlier feedback, and formulating 
comprehensive guideline refinements that address 
domain-specific challenges in medical text 
emotion analysis. 

Executor: The Executor utilizes GPT-4o-mini 
as the base model. This configuration balances 
annotation quality with computational efficiency, 
enabling cost-effective processing of the extensive 
validation and test datasets while maintaining 
consistent application of the Agent's refined 
guidelines across all instances. 

5 Results 

Table 1 presents the comparative performance of 
our dual-layer Agent-Executor framework across 
three experimental configurations on the 
ROCLING 2025 shared task. The results 
demonstrate the effectiveness of our outlier-driven 
feedback mechanism for improving dimensional 
emotion prediction in medical self-reflection texts. 

Arousal Prediction Benefits More from 
Iterative Refinement      Conservative 
configuration achieves the best overall valence 
prediction results, with V-MAE of 0.5105 and V-
PCC of 0.7625, representing improvements over 
the Baseline While the MAE shows marginal 
improvement, the slight decrease in PCC suggests 
that the conservative outlier detection may not 
capture sufficient feedback for substantial 
correlation enhancement. The Aggressive 
configuration shows degraded performance, 

indicating that overly broad outlier detection may 
introduce noise that compromises guideline 
quality. 

     The outlier-driven feedback mechanism 
demonstrates more pronounced improvements in 
arousal prediction. The Conservative configuration 
achieves substantial improvements with A-MAE 
of 0.8661and A-PCC of 0.5860. This represents a 
reduction in prediction error by approximately 
7.7% and an improvement in correlation by 2.0%. 
The Aggressive configuration shows mixed results 
with A-MAE of 0.9964 (worse than baseline) but 
maintains comparable correlation performance  

Aggressive Feedback Threshold Leads to 
Performance Degradation         Conservative 
approach consistently outperforms both Baseline 
and Aggressive configurations across most 
metrics, particularly for arousal prediction. This 
suggests that targeted identification of the most 
significant prediction failures provides optimal 
feedback for guideline refinement without 
introducing excessive noise. The Aggressive 
approach appears to suffer from over-correction, 
where the inclusion of marginal outliers leads to 
guideline instability and reduced prediction 
accuracy. 

Context Complexity Makes Arousal Assessment 
More Challenging Than Valence      Results 
reveal interesting asymmetries between valence 
and arousal prediction improvements. The outlier-
driven mechanism shows greater effectiveness for 
arousal prediction, possibly indicating that arousal-
related annotation guidelines benefit more from 
iterative refinement compared to valence 
guidelines. This may reflect the inherent 
complexity of arousal assessment in medical 
contexts, where emotional intensity can be more 
ambiguous than emotional polarity. 

Overall        The results validate our hypothesis 
that systematic outlier identification and feedback 
can enhance dimensional emotion prediction, with 
the Conservative configuration representing the 
optimal balance between comprehensive feedback 
and guideline stability. 

6 Conclusion 

This paper presented a novel dual-layer Agent-
Executor framework for iterative guideline 
refinement in dimensional emotion analysis, 
specifically designed to address the challenges of 

Table 1:Results under different configurations. These configurations all 
use the same training, validation, and test data sizes.validation, and test 
data sizes. 
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valence-arousal prediction in medical self-
reflection texts. Our approach systematically 
combines high-level reasoning capabilities with 
efficient execution through a hierarchical 
architecture that enables cost-effective scaling 
while maintaining annotation quality. 
     The key innovation lies in our outlier-driven 
feedback mechanism, which transforms prediction 
errors from isolated failures into systematic 
learning opportunities. By employing IQR-based 
outlier detection, we identified problematic 
predictions and fed them back to the Agent 
component for targeted guideline improvements. 
     This iterative refinement process enables 
continuous adaptation to domain-specific 
challenges without requiring extensive manual 
annotation efforts. 
     Our experimental evaluation on the ROCLING 
2025 shared task demonstrated the effectiveness of 
this approach. The Conservative outlier detection 
configuration achieved optimal performance 
balance, with particularly notable improvements in 
arousal prediction. The results reveal important 
insights about dimensional emotion analysis in 
medical contexts: arousal assessment benefits 
more from iterative refinement than valence 
prediction, suggesting that emotional intensity 
evaluation presents greater annotation challenges 
than emotional polarity in healthcare narratives. 
     The framework's practical contributions extend 
beyond performance improvements. The dual-
layer architecture provides a cost-effective solution 
that leverages expensive high-capacity models 
only for guideline construction while using 
efficient models for large-scale annotation. The 
outlier-driven feedback mechanism offers 
interpretability through explicit identification of 
systematic weaknesses, enabling targeted 
improvements rather than global parameter 
adjustments. 

Limitations and Future Work               While our 
approach shows promising results, several 
limitations warrant acknowledgment. The 
framework's effectiveness depends on the quality 
of initial guidelines, and extremely poor starting 
points may require multiple refinement iterations. 
The IQR-based outlier detection, while robust, 
may not capture all forms of systematic errors, 
particularly those involving subtle contextual 
nuances. Future work should explore more 
sophisticated outlier detection methods that 

incorporate semantic similarity and domain-
specific error patterns. 

     Additionally, our evaluation focused on a single 
domain (medical self-reflection texts) and 
language (Chinese). Extending the framework to 
multilingual settings and diverse text domains 
would strengthen its generalizability claims. 
Investigation of different Agent-Executor model 
combinations and the integration of human-in-the-
loop refinement mechanisms represent promising 
research directions. 
     The proposed dual-layer Agent-Executor 
framework with outlier-driven feedback provides a 
principled approach to iterative guideline 
improvement in dimensional emotion analysis, 
offering both practical benefits for annotation 
quality and theoretical insights into systematic 
error correction in specialized domains.  
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