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摘要 

本研究針對低資源語言的語音辨識，

以客語為例進行探討。由於目前缺乏

專門處理閩南語、客語及原住民族語

的 語 音 模 型 ， 本 研 究 以 OpenAI 

Whisper-Medium 為基礎，並透過 LoRA

（Low-Rank Adaptation）進行微調，建

立兩種不同輸出形式的模型：客語漢

字與客語拼音模型。實驗資料共計約 

80 小時，涵蓋大埔腔與詔安腔，並分

別以字元錯誤率（CER）與詞錯誤率

（WER）評估模型表現。 

Abstract 

This study focuses on speech recognition 

for low-resource languages, with Hakka as 

the case study. Since there is currently a 

lack of dedicated speech models for 

Taiwanese Southern Min, Hakka, and 

indigenous languages, we adopt OpenAI 

Whisper-Medium as the base model and 

apply Low-Rank Adaptation (LoRA) for 

fine-tuning. Two models with different 

output forms were developed: a Hakka 

character-based model and a Hakka 

phonetic-based model. The experimental 

dataset contains approximately 80 hours of 

speech, covering the Dapu and Zhao’an 

dialects, and the models were evaluated 

using Character Error Rate (CER) and 

Word Error Rate (WER). 

關鍵字：低資源語言、客語、語音辨識 

Keywords: Low-resource Languages, Hakka, Speech 

Recognition 

 

 

1 緒論 

在語音辨識的研究中，高資源語言（如中文

與英文）已達到相當高的準確度，而這些語

言擁有大規模的語音與文字的對照語料庫，

以及成熟的自然語言處理資源，相較之下，

低資源語言由於缺乏大規模語料及相關工具，

研究與應用的進展相對有限，導致語音辨識

的效果普遍不佳。 

近年來，隨著 OpenAI Whisper 等大型多語言

語音模型的出現，研究者開始嘗試利用遷移

學習與微調（fine-tuning）技術，將這些模

型應用於低資源語言，以彌補語料不足的缺

陷。Whisper 此種多語言模型使其能在缺乏

資料的情況下，仍展現出一定程度的泛化能

力，為低資源語言的語音辨識研究提供了新

的可能性。然而，如何設計合適的標註策略

與輸出格式，仍是提升辨識效能的重要議題。 

對於聲調語言而言，標註方式的選擇非常關

鍵，以客語為例，其並沒有統一的書寫標準：

一方面可以使用漢字進行書寫，另一方面也

能以羅馬拼音搭配數字標註聲調的方式呈現。

兩種標註系統各具優缺點：漢字符合使用者

的閱讀習慣，但存在多音字與語音與文字對

應不一致的挑戰；拼音則能直接反映語音特

徵，減少歧義，卻可能因使用者不熟悉而降

低應用價值。 
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本研究以客語為例，探討在相同語音辨識架

構下，分別使用客語漢字與客語拼音作為輸

出標註，對模型效能所造成的差異。我們以 

OpenAI Whisper-Medium 為基礎，並透過 

LoRA（Low-Rank Adaptation）進行微調，建

立 兩 種 模 型 ， 並 分 別 以 字 元 錯 誤 率

（Character Error Rate, CER）與詞錯誤率

（Word Error Rate, WER）進行評估。透過比

較兩種標註策略的實驗結果，我們期望提出

一套適用於低資源語言的有效訓練流程，並

提供對未來客語與其他低資源語言語音辨識

研究的參考。 

2 相關研究 

A. 低資源語言 ：低資源語言的語音辨識研

究受到廣泛關注。(江宥呈,2023)提出 

VoxCentum 資料集涵蓋了 137 種語言共

13,072 小時語音，指出資料集不平衡會

顯著影響模型效能，而平衡語料與對比

學習能有效提升泛化能力。 (劉廷

緯 ,2024) 提出了低資源語言的語音處

理，特別是如何在資料不足的情況下，

利用 自監督式學習 (self-supervised 

learning, SSL) 來提升語音辨識 (ASR) 

與語音處理效能。這些研究顯示低資源

語言不僅依賴語料量，也需要設計合適

的訓練與增強策略。本研究延續此方向，

進一步探討 標註格式（漢字 vs. 拼音）

對模型效能的影響。 

B. Whisper 模 型 ： OpenAI 所 提 出 的 

Whisper 模型，已成為多語言語音辨識

的重要基礎。 (呂可名 ,2024）基於 

Whisper 開發即時語音辨識與語者分段

系統，驗證了其在多人對話與多語境的

強大適應性。(Hsieh et al. ,2023）則針對

台語與中文進行 Whisper 微調，利用 

Common Voice 與台語戲劇資料，共約

800小時語料，最終 CER 約 50.7%，顯

示 Whisper 在低資源語言上的潛力，但

仍需更多資料與後處理。另一項研究比

較 Whisper 與 Wav2vec2 在台語辨識的

表現，發現 Whisper 在跨語言適應上具

優勢，但仍面臨書寫系統不一致的挑戰。

這些研究突顯了 Whisper 在 多語言與

低資源語言 環境下的強大泛化能力，也

為本研究比較「漢字 vs. 拼音」提供了

方法論上的基礎。 

3 方法 

3.1語料 

 

本研究使用 FSW Challenge 2025 所公開的客

語語料，涵蓋大埔腔與詔安腔兩種主要方言，

總長度約 80 小時。每筆語料均附有兩種標註，

此設計為我們提供了直接比較不同標註策略

的可能性，並可探討文字表示對語音辨識效

能的影響。語料經過整理後，依照 8:1:1 的

比例劃分為訓練集（80%）、驗證集（10%）、

測試集（10%），並確保兩種腔調的比例在各

資料集內保持平衡，以避免模型因資料分布

不均而產生偏差。值得注意的是，雖然主辦

方分別提供了約 40 小時的大埔腔與 40 小時

的詔安腔語料，但本研究並未將兩者分開訓

練，而是統一整合後進行模型訓練。此設計

的原因在於：若模型僅依賴單一腔調語料可

能會導致模型對特定腔調過度擬合，進而降

低對其他腔調的辨識效果，透過將不同腔調

混合訓練，模型能同時學習多樣化的發音特

徵提升其泛化能力，使其在實際應用中面對

不同腔調輸入時，仍能維持穩定的辨識表現。 

 

3.2 音訊前處理 

 

為確保資料一致性，所有音檔在訓練前均進

行以下處理： 

⚫ 單聲道轉換：將立體聲檔案轉為單

聲道，以降低計算負擔。 

⚫ 重取樣：將音訊取樣率統一至 16 

kHz，與 Whisper 模型的輸入規範

一致。 

⚫ 峰值正規化：對所有音檔進行正規

化，以避免因音量差異過大導致訓

練不穩定。 

此外，本研究在訓練過程中加入 輕量級資料

增強技術(data augmentation)，以模擬多樣

化的語音環境，提升模型泛化能力: 

A. 音高偏移(Pitch Shifting)：在不影響

語義的情況下，對音訊進行小幅度隨機

音高調整，使模型能夠學習到不同人說

話及語境下的聲學變化，此方法能增加

語音的多樣性，尤其對於有限語料的低

資源語言來說，有助於提升模型的泛化

能力。 
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B. 雜訊注入(Noise Injection)：在音訊中

加入低訊噪比的高斯雜訊，以模擬真實

場景中可能出現的背景噪音。由於實際

應用環境（如會議、課堂、日常對話）

常存在干擾聲，本研究透過此方法使模

型能夠學習在雜訊下仍保持穩定辨識能

力。 

C. 音量縮放(Volume Scaling)：機將音訊

振幅調整至原本的 0.8 至 1.25 倍，模

擬不同錄音設備、錄音距離或說話音量

的差異，避免模型對固定音量過度擬合，

進而提升其對不同輸入條件的魯棒性。 

與部分研究常見的語速變化 

(Speed Perturbation)不同，本研究刻意避免

使用此方法。原因在於 Whisper 採用固定時

間解析度的聲譜表示，若對語料進行語速改

變，可能導致資料分布偏離模型的原始特徵

空間，進而影響訓練穩定性，因此本研究以

音高偏移作為主要的增強手段。 

 

 

3.3 模型架構與 LoRA 微調 

 

本研究以 OpenAI Whisper-Medium 模型作為

基底。Whisper 是一種基於 Transformer 編

碼–解碼器架構的多語言語音辨識模型，具

備跨語言的強大泛化能力，特別適合用於低

資源語言的研究。然而直接微調完整模型需

要大量運算資源，因此本研究採用 Low-Rank 

Adaptation (LoRA) 技術進行參數高效化的調

整。LoRA 的優點在於僅需訓練少量附加參數，

顯著降低訓練成本，同時保留模型對其他語

言的泛化能力。 

在此基礎上，本研究設計了兩組實驗模型： 

1. 漢字模型：輸出客語漢字，學習率設

定為 5e-5，訓練 10 個 epoch。選擇

較低學習率與較長訓練週期，目的是

讓模型在有限語料下能更穩定地擬合

字元級輸出。 

2. 拼音模型：輸出帶數字聲調的拼音，

學習率設定為 1e-3，訓練 5 個 epoch。

由於拼音單位較漢字單純，模型較容

易收斂，因此選擇較高的學習率與較

短的訓練週期，以加速收斂並避免過

擬合。 

 

3.4 評估指標 

 

為比較不同標註策略，本研究設計兩種實驗：  

Track 1（漢字）：以字元錯誤率 (CER) 作

為評估指標，並計算模型輸出與標註的差異。  

Track 2（拼音）：以音節錯誤率 (SER) 作

為評估指標，計算模型輸出與標註在音節的

差異。計算公式如下： 

錯誤率 =
𝑆 + 𝐷 + 𝐼

𝑁
 

其中： 

S：替換數（模型輸出錯誤的單位數） 

D：刪除數（模型輸出缺少的單位數） 

I：插入數（模型輸出多餘的單位數） 

N：參考標註的總單位數 

在 Track 1（CER）中，單位為 漢字字元； 

在 Track 2（SER）中，單位為 帶有數字調

的拼音音節。 

範例（CER） 

參考標註（漢字）：「客語」（共 2 個字） 

系統輸出： 「語」（1 個字） 

𝑆 = 0, 𝐷 = 1, 𝐼 = 0, 𝑁 = 2 

𝐶𝐸𝑅 =  (0 + 1 + 0)/2 =  0.5（50%） 

範例（SER） 

參考標註（拼音）：ng31 ngied54（2 個音

節） 

系統輸出： ng31 ngid54（2 個音節，第二

音節調號錯誤） 

𝑆 = 1, 𝐷 = 0, 𝐼 = 0, 𝑁 = 2 

𝑆𝐸𝑅 =  (1 + 0 + 0)/2 =  0.5（50%） 
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4 實驗結果  

4.1客語漢字模型結果 

本研究首先針對客語漢字模型在未進行前處

理時進行測試，計算整體字元錯誤率

(Character Error Rate, CER)。結果顯示，

模型的 CER 為 36.68%。在經過前處理後 CER

下降到了 28.70% 。(圖一) 

 

(圖一) 

 

CER 仍偏高的原因我們發現為以下兩點: 

A.多音字現象 

客語中存在大量的多音字現象，即同一漢字

對應多個不同的發音與語義。例如： 

• 「著」可讀作 tok5（表示「穿著」）或 

zok8（表示「正在」）； 

• 「會」可讀作 voi5（能夠）或 hoi5（開

會/聚會）。在語音辨識中，模型需從

語音特徵正確選擇對應的漢字，但由

於上下文有限以及語料不足，模型常

會出現替換錯誤。例如，輸出「正在」

時，可能誤判成「穿著」，造成 CER 

提升。相較之下，拼音標註方式能更

精準地對應聲學特徵，避免了多音字

歧義。 

 

 

 

B.語料規模有限 

本研究所使用的語料訓練總量約為 60 小時，

對於現代深度學習語音模型而言仍屬於小規

模資料。雖然語料已涵蓋大埔腔與詔安腔，

但在詞彙分布上仍顯不足： 

• 常見詞：如「食」、「飲」、「行」等詞彙

模型能學習得較好； 

• 稀有詞彙：例如專有名詞、方言特殊用

語，出現頻率極低，導致模型在遇到

測試集中的新字時錯誤率升高。 

這種情況尤其會影響漢字模型，因為

字表龐大（漢字數量遠多於拼音單位

數量），有限的資料無法充分涵蓋所有

字形，導致模型對少見字的預測準確

率明顯下降。 

4.2客語拼音模型結果 

本研究接著針對客語拼音模型進行測試，計

算整體詞錯誤率 (Word Error Rate, WER)。

拼音模型未經前處理的 WER 為 40.27%，而

經過前處理後的 WER 為 30.45，拼音去聲調

的 WER 為 20.70。(圖二) 

 

(圖二) 
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以下整理出我們觀察到的錢處理過後顯著的

影響： 

A. 資料前處理的重要性 

前處理包含語音正規化、去除異常符號及

資料一致化，能夠有效減輕模型受到資料

雜訊的影響，讓訓練更集中於語音與拼音

對應關係。拼音去聲調後 WER 顯著下降，

顯示聲調雖具語義區分作用，但若模型尚

未能正確捕捉其音韻特徵，反而會降低辨

識準確度。這意味後續研究可針對聲調特

徵進行專門建模，如增加 tone embedding 

或 tone-aware acoustic feature。 

 

B. 字詞規模較小 

漢字的字表可能高達數千甚至上萬個字，

對低資源語料而言，許多字在訓練集中出

現頻率極低，模型難以學習。相對而言，

拼音的音節組合有限。例如，客語的聲母、

韻母與聲調的組合數量遠少於漢字總量，

詞彙表規模縮小至數百個單位即可涵蓋主

要發音。這樣的差異讓拼音模型在訓練時

更容易收斂，並在測試階段遇到陌生語音

時仍能正確對應到既有音節單位，降低了

替換錯誤與刪除錯誤的機率。 

4.3 漢字與拼音模型比較 

綜合兩種標註策略的結果我們可得知以下觀

察： 

1. 效能比較：拼音模型 (WER 20.70%) 明

顯優於漢字模型 (CER 28.70%)。這顯

示拼音作為中介表示更貼近聲學特徵，

有助於模型學習與收斂。 

2. 實用性比較：雖然拼音模型效能更佳，

但輸出結果對一般使用者不直觀，閱

讀成本高；相反地，漢字模型雖然錯

誤率較高，但輸出內容更符合使用習

慣，應用潛力較大。 

5 結論與未來展望 

5.1結論 

本研究以客語為例，探討低資源語言語音辨

識中不同標註策略對模型效能的影響。我

們基於 OpenAI Whisper-Medium 模型，透

過 LoRA 微調建立兩種模型：輸出客語漢

字與客語拼音的模型。實驗結果顯示： 

1. 漢字模型 的字元錯誤率 (CER) 為 

28.70%，顯示在文字輸出上仍受限於

書寫不一致、多音字現象以及語料不

足。 

2. 拼音模型 的詞錯誤率 (WER) 僅為 

20.70%，效能顯著優於漢字模型，因

為拼音標註與聲學特徵的直接對應、

詞彙表規模小等原因。 

3. 雖然拼音模型在效能上優勢明顯，但

漢字模型在應用層面更具可讀性與實

用性，因此這兩種策略各有優缺，未

來也應考慮整合多模型以同時兼顧準

確率與使用者需求。 

5.2未來展望 

基於上述研究成果，我們提出以下未來方向： 

1. 拼音轉漢字模組：結合拼音模型與漢

字轉換系統，透過語言模型或字典資

源進行後處理，提升輸出的可讀性。 

2. 跨腔調擴展：納入更多客語方言（如

四縣腔、海陸腔），驗證模型在多樣

化腔調下的泛化能力。 

3. 語料擴增：蒐集更大規模的客語語音

與標註，並透過自動增強技術 (如:非

監督學習) 補足現有不足。 

4. 模型比較與優化：嘗試更小或更大的 

Whisper 模型版本，以及其他低資源

語言專用架構，進一步驗證效能差異。 

5. 應用場景實驗：將模型部署於真實應

用，如客語教學平台、語音輸入法或

語言保存工具，檢驗其實際效益與使

用者接受度。 
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