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combined with RoLA. In addition, we
augmented the training data with
synthesized speech generated with diverse
voice styles and varying speaking rates.
The results showed a 0.73% reduction in
character error rate for Task 1 and a 0.2%
reduction in word error rate for Task 2.
These findings confirm that both
architectural adjustments to the model and
the strategic use of limited synthetic speech
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The objective of this study is to
improve speech recognition performance
for low-resource Hakka, a language spoken
by a specific ethnic group. Our team
conducted experiments by fine-tuning
different base versions of Whisper (e.g., the
original model and the Mandarin-focused
Belle model). We found that fine-tuning on
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in the attention blocks of the Whisper
encoder with a mixture-of-experts model
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2 Approach

2.1  Whisper

ASR 4f 5 ¥ Whisper AR H
FlE_B i 68 o] PFeOiRiI R
E‘A.%‘fi! ’ L_—'isztIR»nb g
-t o L EEP TS EFY
s SINRPE - ol S e & R i
eif dd o ¥ b Whisper 7 — 1 4 2k
?ﬁ*ﬁ£@4’ﬂpibp%%
it o BERBN SN R AFHBES
it 39 B - # 3 F 2 < (Chen, Huang et al.
2023) -

% Whisper ®» » 7 ¥ FH & e {8 i3
= g 2P & 7 LianjiaTech B 4 0P < 353
$-3] Belle-whisper-larger-v3-zh(™ = f§ i Belle)
A 2 A3t Whisper-large-v3 & 7 #ced 0 i
i R M hPE g b A WSS L mask
e = LRI P R e Iy T
R S SRR A T Sl

2.2  Mixture of Expert
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2.3 MoE-RoLA

MoE-RoLA #_#% MoE & Rank-One Low-rank
Adaptation ()2 * f§ f RoLA) (Hu, Shen et al.
2022) 3 & - B RHE S E 0 R fEAc
Lo H o pr g A2 MHCA] s TR Kk

sz

Ealy

(drp AR AHFE) P > BT RiofEd
g4 aH il 5B AN E L R (ROLA

experts) o # B & i 2 EFT IR ’Eﬁfi ’
@ gating network 19 :}7‘;@?] » it ibE R R
5 RN o SRR FEE A MOE ik ";’\

A 14 2 RoLA eh%#cg »c4F 1% @ MoE #
P AF AR EREANAIRFF S T AT

P > @ ROLA @A B & R L& >
T E M A & R o 1% iF MoE-RoLA » #23) &t
_%%%%emmwﬁT’eﬁﬁ@ﬁ%%
fho FEEEMTIRS SR AREFHF -

......

Bl 1 ~ MoEROLA

i

24 VoxHakka * F##EZ 3 4 %t
VoxHakka & - B & 5 % B % R 5
5 (Text-To-Speech » f§ = TTS) ¢k
1E‘.f‘r 6 FAIEHA s N B~ B AR
_I";,_Qp%,g’;\lg,;i L,}:%‘»%@{
YourTTS(Casanova, Weber et al 2022)f= 28 » pt
228 cngF gL g ¥ o 5 B2 3 W f F i
TTS 0 28 > VITS(Kim, Kong et al. 2021) %€
IR LTSS S F Y
3% o d % VoxHakka 4% Z B R enfisfd » 3%
TR #d —ﬁ*xﬁmav’ﬂ*%
g & ASR FURL IR B
FH B SRR AT %gqr
xR F e Fopd e B OTTS
oo FIRIE L ER VR T EE LA K
(CMOS) TN RE B i?ﬁt - B

> 33

Lo ¥

o

5 ih
e

%?3\

SEag x)
= A

, «u\: KE:’?P

I FEf o VoxHakka % st p 28 }i‘. % % IR
%ﬁ?»ﬂ BECA D BT A BRI AN e



3 Experiments
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3.1.3 Fine-tuning detail
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3.2  Evaluation of Character Track
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3.3  Evaluation of Pinyin Track
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4  Conclusion
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