&l Whisper 4 1% 5 32 89 B 3535 7 H ok
Hakka Speech Recognition with Whisper and Pinyin
Post-processing for FSR-2025

Chia-Hsin Lee*, Yung-Jun Chang*, Jin-Yan Wu*, and Kuan-Yu Chen
Department of Computer Science and Information Engineering
National Taiwan University of Science and Technology
{d11415004, m11315045, m11315085, kychen}@mail.ntust.edu.tw

Abstract

AF R B S FSR-2025 & 3535 & 91 3k
& (Hakka ASR II) #9334 » § £
WBEEO BETHRATOBERE - b
REBACKERZBE A ESHEESA
EEPER I B B R o &AL Whisper-
large-v2 B B # AL A > L3R A IR
WA . B L&A A THakka Across Taiwan
(HAT) ) #&4HE@EATHEA @ » AWMRE
BN RRAERE TR
60 B3R EAL AT B0 0 A % R
REHGEEN - BRER  BEREE
BEF TP RIFHFEHE (CER) 12w
AR ERRBETRINEN S BEAEH
RRBETIE o B RLMAE > RIMLE
FAREM GG AR S AL B AR > B4R
%4 RoBERTa & FH#5f & ~ he 38 5| B st
FRGEMKERIEES s METUAAELE
R PR B ALK o

1 Introduction

FSR-2025 % #535& # &K F (Hakka ASR
II) RAEBEHEE ZFBADET RSN &
MEFRERNRLARDESF Rk
F G F RAEPERAET o FFEEAR SRR A
F 8% 3R % (charactor error rate, CER) $2
FBp$53- % (syllable error rate, SER) © B4
= on B BEFE G P A % (automatic speech
recognition, ASR) B =7 @& XK : (1) &35
BB RERERRZEREFADH - A BT
1R SR (2) Bz - REBEFB®
HAENBTLYN® ; (3) FHRIBE : B35
0% A AKEKE RN ZRRHE ASR
FIENERRALE L o

AF 5 VA Whisper-large-v2 & B ¥ » &M1&
S HaE AR R R Bl 6 8RR A F H AR B TR
MG o ERIBSART » KRMBERLE
BEFUREEHETEHT > BRBRHIRE
FORBREGH RRIER o FTARMBRGIRA R
FAEA G Encoder 18 &R A ey inde 4 & » £
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BT AL R RIT BB F 69 L o sLoh
2 X Whisper /£ 47 B 75 % F 699 iF fE 1%
AR ER 2 hARBEAIKRETRBS
BAESAPER» 38 R T Whisper £ &
FAEH T EEERNBATE o BT ARkL—H
Ao ZMRE—EBRRE S & M T LR
B PRI P A AR o

2 Whisper

Whisper (Radford et al., 2023) & OpenAl Ff
#& & > & A Transformer Encoder-Decoder &
695 PERA A o Whisper 27 weakly su-
pervised #) R % » ¥A % iE 680K A E97EF A
HEATINER 0 212 4F Whisper £ 5755 ~ %
1EH5 75 EARBRITT Y EAEHH EA B K
89 &Ht (robustness) o A &7 Lilsh % 694%
B0 S BB RE G PR A 69 R A
fa&1% Fl Whisper 1 & FA I 4RAZ A o

A Bl Whisper 478 —3& 3 699148k F L
B R A S MR TBHA KRR Z 6938
T AR5 ELBIREG A o A VT
HA TR 28935 F % 4% A LoRA ~ Prompt
tuning 8 R% (Qian et al., 2024) » £ 34R
F 0 53 > & whisper T A ZH #HEE 4
B o FRbZOh o i B 0 A Aol R A A
AAEE R 7k BALFEAGBIFHRS
BBARAET B A TTS 55 RA%
3 e T A 89 9 R AR AT A S (Gokay and
Yalcin, 2019) © &A1 49 7 524§ 4 Whisper 783
BRABAEE FHEME  WINE T 18 REEHHR
£ AR 25 B 8 R 0 AR T REF
J ARG 53K o

3 Ak

A 73k Whisper 5 B F 3858 & M fEH > &
PR RERGINRARL - £F—FHETF
AMA R 278 F3838F AR (HAT > Hakka
Across Taiwan) (Liao et al., 2023) ¥} Whisper
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# | Models pretrainin]g)atasgtnetuning dCexE/:R (tzés)t
1 [ large-v2 FFIRFEH [ 1.5 428
2 | large-v2 HAT 1.3 351
3 | large-v2 HAT EFINGEH | 1.0 198

Table 1: BZFEFHRER (dev : & EZBH 5 test : B8 3BH)

# | Models pretrainin]g)atas‘;iiletuning ng i EZ:‘)G
1 | large-v2 FFIRZEH [ 6.9 53.0
2 | large-v2 HAT 7.9 90.1
3 | large-v2 HAT FFINREBH | 5.7 266

Table 2: BEH FTHHRER (dev @ £ BEBH © test : HHBH)

B AT F Ik » BB ALY BEE
TR o > RMARN R F 7 AR
# 60 (I BF B9 DN ERGER AT IR AR
HEAZEHGBEAES - TE - KMIHHREAR
g PR R AT R IE - B A AR B R

3.1 FHFHRBAILL
#AV1% Bl Whisper large-v2 AT 4k » % AL
7 B & 32 f& 89 Transformer Encoder-Decoder
R % 15B 855 F o 8] B IR F KM A
&% EEEH AHE (Hakka Across Taiwan °
HAT) #5#E » ARFHZ R 60 MK
3L e EAE B IR A A c HAT BH £ 2+
FHABTEETHRBIENE AP S
UG EEARGE A O EEST HRE
FARGEB TR FET  ERE BB TE A
B g e B £ o0 sboh&AM1E A SpecAugmenta-
tion (Park et al., 2019) AT A #3% 78 o &AM
B R Whisper B > 25| B EFBET
BB FRAELER > AHERE G RAEET o B
# % (development set) FoR|K%E (test set)
R G BAE R 095k BB R EAT o 1
BB T 0 KM AATIRT AR 138
ZREAE B DR E AT B AL A AT g o

£ 89 & 4% A ESPNet toolkit (Watan-
abe et al., 2018) EATE R » F @ty FTRAZE
IR S R

e Model: Whisper large-v2
« Learning rate: 5 x 107°
e Optimizer: AdamW

e Epoch: 50

e Save strategy: Top3

AR AL A B £ 4R 50 epoch » R G R EE R AR
89 =18 checkpoints 1 & & &AL A o

3.2 HRn#E

Tables 147 22 R KM G FRER - KM T 4
BR o REELEFURMZTHHET» B
RBINKRAHOAR TR LR - B
% F 6 CER M FBA098 A B F &
(A Table 1° %3 12) s AMHAZEHF
T EAHE9E I R M s WER 894824 (A
Table 2» %% 1~2)c HAMEA A Z R A
A EEHEH A o 2T # Whisper 8
Decoder M & » #HIAEH BEH T HHE 5754
BBEFN RUZTKXEBGTHREZ (EXE
PEFE) Pt EREELET » TRAXHE
BEHE—Z NPT RDNLRAER S AAEAm
2o AEBWEPHRIE -
Zhr@mmil o BT HAEREY BEH
T BB AR KA LU AR A Y
Encoder 1F &R 8941444 € » ¥ Bh Decoder
RPN EE REHTHRD - Lk 2
o Table 1P 89435 3 R démIc 2 A #H &
HATHFEA MR o Table 2F A% 3 9 4% 0 &
1% B Tablel ¥ % 3% 2 49 Encoder $2 Table 2%
B 2 A% Decoder B4R B EITHAE M
%o

A E —E RMEB A LEE EE
B 5 A AR89 Whisper large-v2 A i 7 B
AR T AR E IR F AL R 69784 % B
R UERRE o A B AR F AT RGBT H
Moo A KIFRBERE B T RE AR E
PR F RGBT REGER (A Table 1~
20 WIE 3) o I BEHEF L@ RGN E
FAHFEE T 2% Encoder #8544 IR 69
EFHM o KA B Decoder Y & B AR
B BEEHA o
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Figure 1 58 A © Whisper ASR stén i «%—3" %8 RoBERTa % #5542 2 4y th R ) Jie 58] 89 ¢
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RAFS ASR & 89 Mg 68 R B R 3

3.3 AMERKRKRHE

BB ERZS » AGE SR - AR
1169 F B F 4 3, > Whisper ASR Z£# £ %35
BT REA RSO ERR REAEH LR
EH AR RAE TR o REALAR—EE
FoTRABEARE BRI R GHE - B
s AL — B AR A R B
B ERAL > VURF REB Ty B - A
#iRAL 4 Figure 17777 ©

3.4 FiExRAR

3.4.1 EFHPFHEAIKR

B G AR BRER (o KIERE ~ BREE) KK
FHESM  BERMAETET—PE ) RETH -
FBATHERRELRX B EFTHED 4

JEtg 542 8K > A48 ) RoBERTa T2 94k AL A
(Liu et al., 2019) » #47#% F 894225 H I 4R >

FAE LG B A (4R .
AR RE PV S sk — AR o

ML A 89 ¥ LAk RoBERTa™ A >
& LB A S P LEAEATRE X (Cui
et al., 2021) ° A& EL2

« Masked Language Modeling : [# #4i&

*https://huggingface.co/hfl/
chinese-roberta-wwm-ext
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BT QA F
eI LY

q Jﬁﬁij 1%§ﬂﬂ

e Whole Word Masking, (WWM) : #
ﬁ":‘% FHmGEE (Bl T2EHREK
)’Lﬁﬁﬁﬂﬁiﬁﬁ@ﬂ 1 34
k§¥ s AR R Y L35 K 6 RS
H o

At > £ F AEFH £ (s HARE ~ 5742
e~ MEAERF) TAER E R & BERT

FAREGER o
A A B P LTAIER RoBERTa A2 H » &A1
# A HuggingFace Transformers 1E & # 17 3
B ARBEEFERHERY c AR ELT :

e Model : hfl/chinese-roberta-wwm-ext

o Learning rate : 5 x 107°

o Optimizer : AdamW (4% A HuggingFace

Fa%)
3.4.2 BB
Eih o RMCEH AR
B BB F
2. Whisper ASR #7525 o

o

1. Whisper ASR


https://huggingface.co/hfl/chinese-roberta-wwm-ext
https://huggingface.co/hfl/chinese-roberta-wwm-ext

Ref: | o33 | [ k113 | | gin31 | | gie33 | | ma33 |
[} ) [y

dictionary

Hyp_f 5 | oi33 || k113 | | gin31 | | a3 | | mass | =

FE : [ma33, ma35, ma53]

Hyp %5 | & 5 = B

Figure 2: F#5EAAE © alignment BB 2] B 4245328 (#] : Tma3s! # Tma33l) > Ao F R EZEH

G BEFRLF W R LA RS E

Table 3: # & F A A &4

¥35H6) WER 4 R 1L -

WER

Whisper ASR ((B3EH 7 )
Whisper ASR (&5 — #%&)
CORREE (RA)

0.265
0.266
0.264

3. BMER R T HIFEHY o

A& %A Whisper ASR #Fakdn B2 5 o
TR A K 3B e e 6 i B AEA
e b5 7] 0 ¥ Whisper ASR #F3k
& 69 B F 84T WER #HE o R1M:EH WER %
IREG B & > BB BEZE 6709 pER o

3.4.3 FHELHEAISFE

PP Rl —RERF o B —RF 07T RE#E 3
SAEH G FEARAEFH R Ak KM
HEREE T KERETFHEILAYE
AP HRBHTEHFTENR ERRKEER
oo ZHA (alignment) &R P HIA PR
(Substitution Error) » &AM & # 532 F Bk 4%
BHF 0 &K CER (FAHHRE) > 2
BERBULF B OB 5 LTS E o Figure
2T T F R ERA o

3.5 TRER

3.5.1 “THE

RAVE R G BFH PR F RSB REH
HATE R > B4 WER (F83% %) 15314

1a4% -

3.5.2 HZRIK

F B4 R4 Table 3 P77~ o Whisper A 38
P& WER B 0.265 © £ 8% F 95 F B3
ITHEFE P BT » WER & 0.266 © & v A F
$A5E A FI 1R 0 WER £ 0.264 ©
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