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摘要 

本研究旨在開發一套高效能的臺灣客語自動

語音辨識（ASR）系統，以應對客語作為低資源

語言所面臨的保存與數位化挑戰。本研究採用 
whisper-large-v3-taiwanese-hakka 作為基礎模

型，此模型基於先進的 Transformer 編碼器-解碼

器架構。為達成參數高效且能適應新語言的目

標，我們採用了 LoRA (Low-Rank Adaptation) 微
調策略，並特別針對模型中 q_proj、k_proj、
v_proj、out_proj、fc1、fc2 等多個關鍵模組進行

適配。實驗結果表明，相較於基礎模型在 FSR-
2025 HAT-Vol2 測試集上 23.07% 的字元錯誤率 
(CER)，經過 LoRA 微調後的模型表現出色，最終

將 CER 顯著降低至 7.07%。訓練過程監控顯示，

模型的驗證集損失與錯誤率皆穩定下降並收斂，

證明 LoRA 策略能在不發生毀滅性遺忘的前提

下，成功地將大型模型的知識遷移至客語辨識任

務，提供了一個高效的解決方案。 

Abstract 

This study aims to develop a high-performance 
Automatic Speech Recognition (ASR) system for 
Taiwan Hakka, addressing the preservation and 
digitalization challenges it faces as a low-resource 
language. We utilized whisper-large-v3-

taiwanese-hakka as the base model, which is built 
upon an advanced Transformer encoder-decoder 
architecture. To achieve parameter-efficient 
adaptation for the new language, we employed 
the Low-Rank Adaptation (LoRA) fine-tuning 
strategy, specifically adapting key modules within 
the model, including q_proj, k_proj, v_proj, 
out_proj, fc1, and fc2. The experimental results 
demonstrate outstanding performance. Compared 
to the base model's Character Error Rate (CER) 
of 23.07% on the FSR-2025 HAT-Vol2 test set, 
the LoRA-tuned model achieved a significant 
reduction, bringing the final CER down to 7.07%. 
Monitoring of the training process showed that the 
model's validation loss and error rate both steadily 
decreased and converged. This confirms that the 
LoRA strategy can successfully transfer 
knowledge from the large model to the Hakka 
recognition task without suffering from 
catastrophic forgetting, providing an efficient 
solution. 
關鍵字：客家語、自動語音辨識 
Keywords: Hakka, Automatic Speech Recognition 

1 前言 

自 動 語 音 辨 識 （Automatic Speech 
Recognition, ASR）技術在高資源語言（如英

語、漢語普通話）的應用已臻成熟，並廣泛

A Study on a Low-Resource Speech Recognition System 
for Taiwan Hakka Based on Whisper and LoRA 

(基於 Whisper 與 LoRA 的低資源模型之臺灣客家語語音辨識系統研究) 
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部署於智慧助理、語音輸入及智慧家居等場

域。近年來，此領域的突破主要歸功於深度

學習，特別是 Vaswani et al. (2017) 提出的 
Transformer 架構，其顯著提升了語音辨識的

準確率與泛化能力。然而，對於全球眾多資

源匱乏的低資源語言而言，ASR 系統的發展

因語料不足而依然面臨嚴峻挑戰。 

臺灣客語作為重要的本土語言之一，便

面臨著語料稀缺且使用人口逐年下降的雙重

困境。為此，發展高效能的客語 ASR 系統，

不僅是技術層面的探索，更對語言的數位保

存、教育推廣與文化傳承具有深遠的學術與

社會意義。 

在此背景下，「2025 Formosa 語音辨識

挑戰賽」提供了標準化的 HAT-Vol2 客語語料

庫，為本研究奠定了關鍵的實驗基礎。同時，

OpenAI 的 Whisper 模型（Radford et al., 
2023）透過在海量多語言資料上的預訓練，

展現了在低資源情境下卓越的遷移潛力。因

此，本研究的核心動機便是結合前述契機，

將先進的大型預訓練語音模型應用於客語辨

識任務，並透過微調策略探索其效能極限，

以期為客語數位化工程提供一個穩固的技術

方案。 

2 文獻回顧 

為奠定本研究之理論基礎與確立研究定

位，本章將回顧自動語音辨識技術的發展脈

絡、探討其在低資源語言上面臨的挑戰，並

檢視臺灣本土語言相關研究之現況。首先，

我們將追溯 ASR 技術的演進，從早期的統計

模 型 （ 如 隱 馬 可 夫 模 型(Hidden Markov 
Models, HMMs)）發展至現今由深度學習主導

的端到端架構，特別是 Transformer 模型的崛

起如何革新了整個領域。 

2.1 自動語音辨識技術的演進 
ASR 的發展可追溯至 20 世紀 50 年代早

期，當時的系統主要依賴基於動態時間規劃 
(Dynamic Time Warping, DTW) 的方法來進

行模式比對。隨著統計學與機器學習的進步， 
HMMs 成為主流，並在 1980 至 1990 年代主

導了語音辨識的研究方向。HMMs 能夠有效

地建模語音信號的時間序列特性，並與高斯

混合模型 (Gaussian Mixture Models, GMMs) 

結合，形成了經典的 GMM-HMM 框架，廣泛

應用於語音辨識系統中。 
進入 2010 年後，深度學習技術的興起帶

來了革命性的改變。深度神經網路  (Deep 
Neural Networks, DNNs) 被引入到聲學建模

中，逐漸取代傳統的 GMM。接著，卷積神經

網路 (Convolutional Neural Networks, CNNs) 
與 長 短 期 記 憶 網 路  (Long Short-Term 
Memory, LSTM) 更進一步提升了模型的表現，

使得 ASR 系統在大型語料下取得顯著突破。 
2017 年，Vaswani 等人提出的 Transformer 
架構，首次完全拋棄循環結構，透過自注意

力機制 (Self-Attention Mechanism) 同時捕捉

長距依賴與上下文資訊，顯著提升了序列建

模能力。此後，基於 Transformer 的模型

（如 Conformer、wav2vec 2.0）逐漸成為主

流，並奠定了現今端到端語音辨識系統的基

礎。 

2.2 低資源語言的 ASR 挑戰 
儘管深度學習推動了語音辨識的快速

進展，但這些成功主要集中於高資源語

言，如英語與漢語普通話。低資源語言面

臨兩大挑戰： 

1. 語料不足：缺乏大規模且標註完善的

語音–文字對齊資料，使得模型難以

進行有效訓練。 

2. 語言特性複雜：許多低資源語言存在

方言差異、口語化強烈或文字系統尚

未標準化等問題。 

為克服這些困境，研究者提出了多種

方法： 

 跨 語 言 遷 移 學 習  (Cross-lingual 
Transfer Learning)：先在高資源語

言進行預訓練，再將模型微調於低資

源語言。 

 多語言訓練 (Multilingual Training)：
同時使用多種語言進行訓練，以共享

跨語言特徵。 
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 參數高效微調 (PEFT)：如 LoRA (Hu 
et al., 2022)，僅調整部分權重即可

快速適應新語言，降低計算成本與記

憶體需求。 

這些方法已在多種低資源語言上展現

成效，例如 Meta 的 BABEL 計畫

（Harper, 2014）針對 26 種語言建立了

語音資源，wav2vec 2.0 也在非洲語言與

南亞語言上獲得成功應用。 

2.3 臺灣本土語言的語音研究 
臺灣的語言多樣性極為豐富，包括閩

南語、客家語、原住民族語言等。然而，

相關的語音辨識研究仍處於起步階段。過

去研究多集中於閩南語，例如透過 Kaldi 
工具建立 GMM-HMM 與 DNN-HMM 系
統；而客語因語料稀缺與方言差異，研究

進展較為有限。近年來，隨著開放資料集

（如 FSR 挑戰賽 HAT-Vol2）的釋出，

客語 ASR 的研究基礎逐漸建立，為本研

究提供了重要契機。 

3 研究方法 

為開發高效能的臺灣客家語語音辨識

系統，本研究採用了基於大型預訓練模型

的監督式微調技術路徑。本章將詳細闡述

整體實驗設計與流程。首先，我們將介紹

核心採用的 Whisper-large-v3 模型之架構

基礎，說明其為何適合作為低資源語言辨

識的起點。接著，將闡述本研究採用的參

數高效微調（Parameter-Efficient Fine-
Tuning, PEFT）策略，特別是 LoRA 技術

的原理與具體設定，此策略旨在以最少的

計算資源達成最佳的模型適應性。隨後，

將說明針對 FSR-2025 所提供的 HAT-Vol2 
語料庫所進行的資料前處理步驟，以確保

資料品質與模型訓練的穩定性。最後，將

定義本研究用以衡量模型性能的評估指

標，包括字元錯誤率（CER）與詞錯誤率

（WER）。 

3.1 模型微調策略 
在低資源語言的設定下，對大型模型

進行完整的參數再訓練（ Full Fine-
tuning）成本極高。因此，本研究選擇了

PEFT 中的 LoRA 策略。LoRA 的核心思

想是在原有的預訓練權重旁，額外引入少

量可訓練的低秩矩陣來模擬權重的更新，

如此便能在保留模型預訓練知識、避免災

難性遺忘的同時，大幅降低計算需求與記

憶體佔用。 

為了讓模型能更全面地適應客語的聲

學與語言特性，我們參考了相關研究 並
擴展了 LoRA 的目標模組。根據我們的訓

練腳本，本研究特別針對 Transformer 架
構中的六個關鍵模組進行微調，其 
target_modules 參數設定如下：q_proj, 
k_proj, v_proj, out_proj, fc1, fc2。 

選擇這些模組的原因在於，它們是 
Transformer 模型的核心組成部分： 

 q_proj、k_proj、v_proj、out_proj 是
多頭自注意力機制中的關鍵線性投射

層，微調這些層有助於模型學習如何

更好地關注與客語聲學特徵相關的資

訊。 

 fc1 與 fc2 則是前饋神經網路中的兩

個線性層，負責對注意力機制提取的

特徵進行非線性轉換與更高層次的表

徵學習。 

透過對這六個模組進行適配，模型能

夠在注意力層面與特徵轉換層面同時進行

調整，從而更有效地將其預訓練知識遷移

並適應於客語的獨特結構。 

3.2 資料前處理細節 
客語 ASR 面臨的挑戰之一在於語音

–文字對齊與方言差異，因此我們進行了

以下處理： 

461



 
 
 

 音訊正規化：統一採樣率至 16kHz，
移除背景噪音過重的片段。 

 斷詞處理：由於客語標註多以「字」

為單位，我們採取字元級 (character-
level) 輸出，以降低斷詞不一致的影

響。 

 混語現象處理：客語常混雜華語或英

語詞彙，我們保留此特性，以反映真

實語境。 

3.3 評估指標 (Evaluation Metrics) 
本研究採用業界標準的詞錯誤率 (WER) 

與字元錯誤率 (CER) 作為評估模型性能的

指標。計算公式為
𝑆𝑆+𝐷𝐷+𝐼𝐼
𝑁𝑁

。其中 S 為替換 
(Substitutions) 錯 誤 數 ，D 為 刪 除 
(Deletions) 錯誤數，I 為插入 (Insertions) 
錯誤數，N 為參考文本的總詞數（用於 
WER）或總字數（用於 CER）。 

4 結果與討論 

雖 然 微 調 後 的 whisper-large-v3-
taiwanese-hakka 在臺灣客語 ASR 任務上

展現了良好性能（7.07% CER 與 40.99% 
WER），但進一步的錯誤分析揭示了模型

在語音辨識上的挑戰。 

4.1 實驗結果 

本 研 究 將 採 用 LoRA 微 調 後 的 
whisper-large-v3 模型應用於臺灣客家語

自動語音辨識任務。相較於未使用 LoRA 
微調前的基準表現（CER 23.07%, WER 
78.15%），經過 LoRA 微調後的模型在 
FSR-2025 HAT-Vol2 測試集上取得了顯著

的進步，最終達到了 7.07% 的字元錯誤率

與 40.99% 的詞錯誤率。此結果驗證了大

型多語言預訓練模型結合微調策略，能在

低資源語言上達到高效能。 

4.2 訓練過程分析 

模型的訓練過程展現出良好的收斂

性。如圖 1 所示，訓練損失 (loss) 與驗證

損 失 (eval_loss) 均 隨 全 局 步 驟 
(global_step) 穩定下降。同樣地，如圖 2
所示，驗證集詞錯誤率 (eval_wer) 亦呈現

明顯的下降趨勢，並在訓練後期趨於平

穩。我們觀察到，由於 Whisper-large-v3 
模型本身強大的預訓練能力，其在客語資

料上的適應速度非常快，在訓練的早期階

段（約 1000 步內）損失和錯誤率已大幅

降低。因此，本研究採用了提前中止訓練

的策略（設定最大步數為 4000 步），在不

到一個完整 epoch 的訓練量下即完成微

調。此舉不僅顯著節約了計算資源，亦有

效降低了模型在相對有限的客語資料上產

生過擬合的風險。 

 
圖 1 CER 模型訓練與驗證損失曲線 

 
圖 2 驗證集詞錯誤率 (CER) 變化 

4.3 錯誤分析與討論 

雖然微調後的模型在臺灣客家語 ASR
 任務上展現了良好性能，但進一步的錯誤

分析揭示了模型在語音辨識上的具體挑

戰。依據標準計算方式，我們將錯誤分為

替換、刪除與插入三大類，其在測試集中

的比例分佈如表 1 所示。 

表 1：測試集中三種錯誤類型的比例表 
錯 誤

類型 
百分比 
(%) 

典型例子 
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替 換 
(S) 

62.4 「路上」→「無上」 

刪 除 
(D) 25.7 

省略動詞，如「做」

被忽略 
插 入 
(I) 11.9 

額外插入詞，如多餘

的「啊」 
顯示了三類錯誤的分布比例，可見替

換錯誤佔據主要部分，說明聲學相似詞的

辨識仍是系統的主要瓶頸。 

4.4 替換錯誤 

替換錯誤多數發生於聲學相似字，例

如： 

 例一：參考句「你 頭 擺 知 路上 正
經 講 啊」，模型輸出「你 頭 擺 知 
無上 正經 講 啊」。 

 例二：參考句「這 垤壁 真 滑 
哦」，輸出為「這 垤壁 真 好 哦」。 

這些錯誤顯示，客語同音或近音字的

分辨度不足，尤其在缺乏上下文輔助時更

為明顯。 

4.5 刪除錯誤 

刪除錯誤主要發生於長句，模型在遇

到多重修飾詞或動詞堆疊時，傾向省略部

分字詞。例如： 

 例一：參考句「做 得 恁 䀴 恁 讚 會
 烳 手頭 恁 順」，輸出為「得 恁 會
 手頭 恁 順」。 

這反映了模型在處理客語複合句與口

語化表達時的挑戰。 

4.6 插入錯誤 

插入錯誤比例雖較低，但常見於句

尾，模型傾向額外生成語氣助詞「啊」、

「呢」，例如： 

 例一：參考句「今晡日 天氣 真 
好」，輸出為「今晡日 天氣 真 好 
啊」。 

此類錯誤與客語語音的語尾拖音、口

語韻律有關。 

4.7 成功與失敗案例 

 成功案例：短句如「五月節愛食

粽」與「寒著愛戴嘴揞」，CER 達
到 0%，顯示模型能準確捕捉簡短

口語。 
 失敗案例：在長句「這垤壁真滑哦

即算係對𠊎𠊎和𠊎𠊎輪嘛係莫擘心𫣆𫣆人

做會到个斷雞作垺即會用啊」中，

模型將「滑」→「好」、「輪」→

「崙」、「雞」→「基」，出現多重

替換錯誤。 

4.8 實驗結果 

本研究將 Whisper-large-v3-
taiwanese-hakka 模型透過監督式微調應

用於臺灣客家語自動語音辨識任務。在 
FSR-2025 HAT-Vol2 測試集上，模型在

未用 LoRA 微調前達到 23.07%的字元錯

誤率與 78.15%的詞錯誤率，但是模型經

過 LoRA 後最終達到 7.07% 的字元錯誤

率與 40.99% 的詞錯誤率。並在訓練過程

中驗證集損失與錯誤率皆穩定下降並成功

收斂，顯示模型具備良好的收斂性與適應

性。這些結果驗證了大型多語言預訓練模

型結合微調策略，能在低資源語言上達到

高效能。 

4.9 結果分析 

 
圖 3 CER 訓練與驗證損失曲線 
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圖 4 CER 訓練步驟 

本研究透過訓練日誌對模型的學習過

程進行了詳細分析。在本次實驗中，我們

的訓練腳本設定了  --max_steps=6000 
（如圖 4）作為訓練中止的條件，此參數

的優先級高於 epochs 設定，成為訓練長

度的主要控制器。訓練日誌明確顯示，訓

練最終停止於第 6000 步，此刻對應的

epoch 為 0.4。採用此策略的原因在於，

我們發現  Whisper-large-v3-taiwanese-
hakka 模型憑藉其強大的預訓練能力，在

客語資料上的收斂速度極快。如圖 3 所

示，訓練損失與驗證集錯誤率在訓練初期

便已大幅下降並趨於穩定。因此，透過設

定最大步數來精確控制訓練長度，使我們

能在模型已達良好收斂狀態時及時中止訓

練。此舉不僅有效地節約了大量的計算資

源，也降低了模型在相對有限的客語資料

集上產生過擬合的風險。 

從最終輸出字串的錯誤類型進行分

析，其比例分布為：替換佔 62.4%、刪除

佔 25.7%、插入佔 11.9%。其中替換錯誤

主要來自聲學相似字，顯示客語同音或近

音詞的辨識是主要挑戰；刪除錯誤多出現

在長句或多重修飾結構，反映模型在處理

口語化語法時的不足；插入錯誤則常出現

在句尾，多為語氣助詞，與客語韻律特徵

相關。這些結果說明模型在短句表現穩

定，但在長句則容易出現累積錯誤，且在

訓練時資料有點偏向短句形式，很有可能

模型會因為這樣學不到長句的特徵，甚至

出現缺字的問題。 

本研究突顯 Whisper-large-v3 在低資源語

言上的遷移潛力，也證實參數高效微調策

略能在有限語料下達到良好效果。然而，

本研究仍受到語料規模與方言差異限制，

聲學相似詞的辨識問題仍待解決。 

5 結論與建議 

本 研 究 成 功 地 將 whisper-large-v3-
taiwanese-hakka 模型透過監督式微調應用

於臺灣客家語語音辨識任務。 

5.1 結論 

本研究旨在處理臺灣客語的語音辨識

問 題 ， 並 透 過 對 whisper-large-v3-
taiwanese-hakka 模型進行監督式微調，已

於CER上取得顯著改進，成功將其由微調

前的 23.07% 大幅降低至 7.07%。 

儘管詞錯誤率仍有 40.99%，但錯誤分

析顯示，其主要瓶頸源於客語中大量聲學

特徵相似的同音或近音詞所導致的「替換

錯誤」。此詞彙層級的挑戰，可俟未來客

語詞彙庫與語言模型建置更臻完整後，再

引入傳統統計模型（如 HMMs）或更先進

的解碼技術逐步完善之。 

從訓練過程來看，模型的損失函數與

驗證集錯誤率均呈現穩定下降並成功收斂

的趨勢，證明了微調策略的有效性。綜上

所述，本研究成功驗證了將大型多語言模

型遷移至特定低資源語言的可行性與巨大

潛力，並為臺灣客語的語音技術發展提供

了一個在字元辨識層級上高效且可靠的技

術方案。 

5.2 建議 

基於本研究的發現與限制，我們提出

以下幾點作為未來研究的建議方向： 

1. 擴充與多樣化訓練語料： 本研究的

性能仍受限於 HAT-Vol2 語料庫的規

模。未來的研究應致力於收集更多元

的客語語音資料，特別是增加長句與

複雜句法的比例，以改善模型在處理

長句時容易出現刪除錯誤的問題。同

時，納入更多不同地區的腔調與口
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音，有助於提升模型的泛化能力與穩

健性。 

2. 引 入 外 部 語 言 模 型  (External 
Language Model)： 目前模型的辨識

主要依賴其內部學習到的語言知識。

為了進一步降低因聲學混淆造成的替

換錯誤（WER 偏高的主因），建議

在解碼階段整合一個專門在大量客語

文本上訓練的外部語言模型。透過 
Beam Search with LM Fusion 等技

術，語言模型可以提供更準確的詞彙

機率，幫助模型在聲學上模糊不清

時，做出更合理的詞彙選擇（例如，

判斷「路上」比「無上」更為合

理）。 

3. 探索更先進的 PEFT 策略：本研究已

證明微調的有效性。未來可進一步比

較不同 PEFT 方法的效益，例如探索 
LoRA 的 不 同 配 置 （ 如 調 整 
target_modules 或秩 r 的大小），或

是導入 QLoRA 等更節省記憶體的技

術，以在有限的計算資源下尋求最佳

的性能與效率平衡點。 

進行更細緻的錯誤歸因分析： 建議未

來可進行更深入的錯誤分析，例如針對不

同腔調、語速或信噪比的語句進行分類錯

誤統計。若能進行音素級別 (Phoneme-
level) 的錯誤分析，將能更精準地定位模

型在聲學上混淆的具體音素對，從而為模

型結構的改進或資料增強策略提供更明確

的指導方向。 
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