A Study on a Low-Resource Speech Recognition System
for Taiwan Hakka Based on Whisper and LoRA
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Abstract

This study aims to develop a high-performance
Automatic Speech Recognition (ASR) system for
Taiwan Hakka, addressing the preservation and
digitalization challenges it faces as a low-resource
language. We utilized whisper-large-v3-

taiwanese-hakka as the base model, which is built
upon an advanced Transformer encoder-decoder
architecture. To achieve parameter-efficient
adaptation for the new language, we employed
the Low-Rank Adaptation (LoRA) fine-tuning
strategy, specifically adapting key modules within
the model, including q_proj, k_proj, v_proj,
out_proj, fc1, and fc2. The experimental results
demonstrate outstanding performance. Compared
to the base model's Character Error Rate (CER)
of 23.07% on the FSR-2025 HAT-Vol2 test set,
the LoRA-tuned model achieved a significant
reduction, bringing the final CER down to 7.07%.
Monitoring of the training process showed that the
model's validation loss and error rate both steadily
decreased and converged. This confirms that the
LoRA strategy can successfully transfer
knowledge from the large model to the Hakka
recognition task without suffering from
catastrophic forgetting, providing an efficient
solution.
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