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BA| R L F %35 F (Text-to-Speech, TTS)
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RET EHBE2FEHTHRALAHA
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# (Character Error Rate, CER) 19.57% °
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Abstract

This study presents our system for Hakka
Speech Recognition Challenge 2025. We
designed and compared different systems
for two low-resource dialects: Dapu and
Zhaoan. On the Pinyin track, we gain
boosts by leveraging cross-lingual transfer-
learning from related languages and com-
bining with self-supervised learning (SSL).
For the Hanzi track, we employ pre-
trained Whisper with Low-Rank Adapta-
tion (LoRA) fine-tuning. To alleviate the
low-resource issue, two data augmentation
methods are experimented with: simulat-
ing conversational speech to handle multi-
speaker scenarios, and generating addi-
tional corpus via text-to-speech (T'TS). Re-
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sults from the pilot test showed that trans-
fer learning significantly improved perfor-
mance in the Pinyin track, achieving an av-
erage character error rate (CER) of 19.57%,
ranking third among all teams. While in
the Hanzi track, the Whisper + LoRA sys-
tem achieved an average CER of 6.84%,
earning first place among all. This study
demonstrates that transfer learning and
data augmentation can effectively improve
recognition performance for low-resource
languages. However, the domain mismatch
seen in the media test set remains a chal-
lenge. We plan to explore in-context learn-
ing (ICL) and hotword modeling in the fu-
ture to better address this issue.
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o A B BEHEHEA L wav2vec, WavLM 2
HuBERT it 314k £ @n?ﬁ% & & Pk,
f£% (Zhao and Zhang, 2022)

o HAFEFHRAHMEA 4 Whisper (Rad—
ford et al., 2023) > A X34 BT F 6935 4+
A &fn‘:?fi’??y’i/’i’ » 1% 4% Whisper &% ik
I JE R F) 69754 0 R E B R kA
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2.1 K2 # SSL

K2 % Kaldi (Povey et al., 2011) 1E# AT s
B GEATHAEGETREER » AHFRARR
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B b 3R A 6 AL A SR T 4
RREER ASMEABEFEA L LAHEN
7% (Yang et al., 2024) f&59 £ 4= wav2vec
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T RS AR AR RAR R 0 PTABEF R
M€ 1& A K2 zipformer # WenetSpeech Fa 3
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2.2 Whisper

Whipser % OpenAl BT 4 & 09 38 & Pk AR at
A 5 4% B L8 Transformer 45 0 3 *ﬁiﬁ
68 & EF B &R RE S 5 HA A Youtube %
ﬁ%y%:%ﬂ %&ﬁ%ﬁﬁ%ﬁﬁ%(
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Corpus Spks. Sents.  hrs.

Train

Dapu 64 12197  31.43

Zhaoan 59 15152  30.59

Eval (Pilot test)

Studio - Dapu 10 1304 4.01

Studio - Zhaoan 11 2154 4.00

Media - Dapu - 445 1.08

Media - Zhaoan - 501 1.13

HakkaCouncil

Reading - Sixian 208 - 396

Reading - Hailu 151 - 300

TTS - Zhaoan

010)% 9 682 9.65

E-Learning 9 124588 136
Table 1: FE IR R KEH » 2 TTS 5489

HAE AR

Unique . Eval (OOV

Words Train Studio ( M)edia

dapu 5771 2323 (230) 1552 (483)

zhaoan 4911 2221 (57) 1317 (275)
Table 2: D4k $LR|KEH697 B &3t 0 138+ Bk

RT#E

% AAM AL E S Whisper 4%
AdaLoRA (Zhang et al., 2023) A7 %31 4k
938 J A o
2.3 FHIRNE
K2 89 B RMEREETHN K
F E B KB A 09 F IR AE 1 AR B JUAR
VA b6y E A F > fe AR B KA LAY R B =
AR s FlAR 8 H LS £ f£ Whisper 898 R L »
RERBRREGI G SRR FHRE
ETRH 25 4 KME—F TR R
BB AR AT ES 7H*§}jﬂ‘$x s ﬁ’J ‘ERF
(Out-of- Vocabulary, OOV) » f£ &% JE PT VA 3K,
ﬁ’%ﬁ)ﬂ FHE RA Y FRE %jréﬁ%/%i@f’ﬁi;‘% :
#38 TTS & MM (Chen et al., 2023) °
A KBE R FH AR A LAY R o £ ZA7 KA
% I FormoSpeech B B89 TTS A yourtts-
htia-240704! #ATEHH69 £ A& o
A WAERER AR K S B HERY
w’a‘% 0 5 AR BARAB GBI o R B F
B BT E RS CTHATE R HFRER G A
i%ﬁﬁx’ﬁM&MEK2%Mﬁ@%Aﬁ
T3 R AR BRI AR -
"https://huggingface.co/formospeech /yourtts-htia-
240704



Studio Media
Exps. (CER%) Dapu Zhaoan Avg. | Dapu Zhaoan Avg. Total Ave.
Train 6.78  6.46 6.62 | 73.98 80.01 77.00 | 41.81
+ft speed&reverb 6.15 5.64 5.90 | 68.48 T7.77 73.13 | 39.51
Train&Conversation 6.12  5.25 5.69 | 63.71 74.92 69.32 | 37.50
Train&Conversation (TTS) | 3.80  3.52 3.66 | 62.34 57.37 59.86 | 31.76
Table 3: & F#7 k2 EREATHTRER
Studio Media
Exps. (CER%) Dapu Zhaoan Avg. | Dapu Zhaoan Avg. Total Ave.
FormoSpeech /hakka 947  29.95 19.71 | 14.56 41.19 27.88 | 23.79
+ft Train .11 2.22 1.67 | 871  21.13 14.92 | 8.29(6.84)
+ft Train & OOV (TTS) | 1.13 3.26 2.20 | 7.85 21.11 14.48 | 8.34
Table 4: % F## Whisper 8 ERER » PR OERETFTOHRIER

3 TWHIE
3.1 TH#E
MR T REN R G AN G BB KBA AT
eI AT BRI REA R R 0,58 RE
# o E%‘ﬂ%%ﬁmﬁ%i1o

TTS A€ —F 59 RmiE » KMEEAZE
FERL A RFE N L FIEAEAT — AL R S 69 7E
F AR W%ﬁAmt@@&%iiﬁﬂﬁm
JE VAP ERE RS R B PR E &4?3&4%4&7
#ﬂﬁ%%ﬂ%ﬁ& TEERBET RS
ITRE » Wk 20 R 5 F B R B LIRS H
%ﬁ%kﬁ R o $ERFRG I LR F KRR A
OO0V B FaE bl % » e ABRIEL iif%
BAE D WRMERABRIEERITERGE K o

3.2 AR H

ERRGRIF S ETRFT > EMFARK
HN%%(EULﬁﬁﬁa%WaNWMA
(%%mmmxswoﬁ4woAT m e k2 AR

R T XL A Whisper » BT B H 35 K4 5
18 & 24 B o £ k2SSL 8 K B L&KM %
H R A LA INREE - IEREK S 200 AW
(epoch) » FE N ALY B B EATHE £ F 9% >
1% M & 238 % % (Greedy Search) 47 45 o

¥ 7% Whisper #9488 P& » KMk £ E
A8 K £ s 4% Fl FormoSpeech B B BT/ B
89 whisper-large-v3-taiwanese-hakka? 4% 7 4F
BRK > WHEAERNEERF LY SEESE
FE R AT DR » B H R 0 B KE
AR OB BA R0 £ » KM E 4
F AR O A s — P4 A iR LR E
FHEATHR » AN T RATRF 9 RE

thtps://huggingface.co/formospeech/whisper-
large-v3-taiwanese-hakka
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MANFERIE S R E S TR HRERRK
(AirAbsorption) VA J& B K FE AL T R 89
BAZIE% s R %Ik 10 BAD o HH D Puig
%ﬁ%ﬁkﬁ%%$~ﬁé% K3BR 5 s%
£ 3~ BIALAL o

4 FTHRER
4.1 EF
4.1.1 K2SSL T%

4 B B &R AR K2SSL #t 72 F 89 zipformer-
based HUBERT # % (& HuBERT-base-1s960
BT &) AE B %5 BZ IR RNN-T A HEATHFE
do & 30 AEAE R LB IR T A 0935 - R A
%‘ EE At LE R BT IUR B PEREFE (2
a E vaﬂ'—t—”‘/’P'fi%‘Fﬁﬁk/fﬁﬁ ’ Epﬁi i — JF'J‘EE'}]U
EHEE > KEOBRELER -

RSB A 0 R AR - RAVF I RFEH e
J:%ﬁﬁﬁ v EABEBRHFEFHOENFRIK -

PEH 35 BoAn BAEAE T B0 3R RAE 89 9 4k %

ﬁﬁ‘i%*‘ﬂgﬁéﬁfii A8 e SRS SEHT 93 5 o
22 0 R LB P BA 38 A KW IE o AR %
ZRERE S RIBR A L F354 12 A TTS A4
ZREO) A RGERE » BB H I HIRETI
R EBREREBERERT 17% 89 F54R
o BAoL—HRET ST EEAOHRE o

AR Be e e R MR BN RE AR &K
14f 2] & % HuBERT-base B {£314k & Lib-
rispeech ¥ BAZREAT » DR BB R HG ke

ﬁﬂﬁ?ﬁﬁﬁ%& W FdET RRMERA
Whisper AT ©
4.1.2 Whisper

FEr & R4 k4 > &M FormoSpeech B AT
PR g AR A AR B K R AE - 43 R L B A K



Studio Media

Exps. (CER%) Dapu Zhaoan Avg. | Dapu Zhaoan Avg. Total Ave.
Zipformer-HuBERT 4.55 19.15 11.85 | 35.50 59.34 47.42 | 29.64
Wenet-Zipformer

£t *23, 25 train 5.77  10.78 8.69 | 20.20 40.29 31.37 | 17.17
Wenet-Zipformer

it B ->23, 725 train 5.46  10.36 8.31 | 21.07 38.75 30.90 | 16.76
Whisper +ft Train 8.32 17.24 12.78 | 26.56 31.52 29.04 | 20.91(19.60)

Table 5: Hf & A FEEER » -FHM (Total Avg.) WERNEFEE 5 FTIRIER

EH AT IR 0 A ROH RSk T AL A AN
A BE IR PERFE > /T 57 Whisper ¥
ARSI A B R A8 B 5 58
3% > BT VYA Whisper 8 F B E &M R Z R
BAEKEDBRIEGHREE

1% LR 6 I RGEH BT AR » ST E
EH LA KRE G KRE > REERASGTFET
R ER 19.71% THRE 1.67% » a2 AR
HEA Je DR 38 2 R E A R R A B A% 5 SERE SR
AL T35 27.88% TIEZE 14.92% » &% 4o
b BEEHNBREEREMESLIT » B
1 FVE—FHH2FEY OOV KA A SR
FEAL o AL AEAE R KO E B9 PEIR A R MK
E o BRBEHREDRATR o

ot STHEMBAE- S PATERER
JE BB ER S A B RV 2 L 0 T3
Prig LA B4R 5 TRl BE 2R3~ BN OO0V
S MGEF LINRT o B A LFRAL &K
FE PR o

4.2 BFF

FAUE 2 8 F 3 BB A B R R
AR ¢ £ k2 ER LR A BEERA KL
TR > B BFIE hsEA > H R IME T
FATRE o HEEHH A —E o £ Whisper B
B AR LR FBF AT IR o

w7~ Whisper #8535 9%t KL TE A
IERM & & KINRE K EEA O E S B &RM
R R X o AT LE T RMRE I h
PEom k2 BABRZABZHARS > ATARM
ERARCR Ik &8 TR =

BERER W RS £ F 2L R
k2 A% A 89 Bf & PF K & R AT b Whisper £ w
RrE s EEREN S @ 0 BP4E Whisper BT
&R FEH 0 oA Zipformer-HuBERT & # £
BE 2R ERE T F I —RAE — 2
# £ WenetSpeech T34 # ) Zipformer (T
# Wenet-Zipformer) * R & 4+ 4+ 5f & #F 4% 89
AL R TR A LR o o R

117 v % B 69 S Wenet-Zipformer B % & €3
89 AR 0 ARG E 2023 & 2025 SF A9 LR
BA o R — T R BRI RER > A Y
RGBSR AH LB P FHRE 16.76%

4.3 HHEELER

B & G R A2 M 14 0 B H) AR KA A
% F LB B3 4E A Whisper 89 8 REATHR
o BFYHFEER 6.84% BIF TAAGTHRAT
HHBARG % — % » mbtF B MIFT R E
19.57% » 42 B P AR b 5 = 4 o

4.4 REHER

% B3| R F 0 E S T AL AL & S8 R X GEH
ARl s RAVHE T5% 69 BLBE B e R F
Whisper #9314k » 4R & A2 69 3746 3542 B4% A
SEEH A THEMERITE  mAKS
WREHZ B RETARRIAEGKRE
AR R R FER LA AL BB AT 0
WRERZFAUER  LRFE 10% £4H
ERER > HEMENZE 75% B EH G
R EATEFIHRGERIRRL > /53] CER
9.46% B9 & » ILEPTH ARG =% o B
&AL Wenet-Zipformer 4T KX - EF
PERR A A RE TR EAYGHF T
7] > A2 EREF I A NSEEE R K EH AR K R
GHREH . RF B AR SR
TRk RELE T HEF WER 30.44% #9
B AL BT ARG F NG o

5 HamfRE

R ICERRMAZ B LG TRER BG4
Wy MAZ I e b REH KB K EB %
ERMENGEBSRRFREA LT &
HEFUNREEZATHER TBRE
Wt B K S BB BB EH KER
Moo RAKMEAFRTEREE (Incontext
Learning) & & #7 F 7 X EATIRE KA K
PREAR BRI E A 09 PR -

3https://www.aclclp.org.tw/doc/hat_brief c.pdf

479



References

Po-Kai Chen, Bing-Jhih Huang, Chi-Tao Chen,
Hsin-Min Wang, and Jia-Ching Wang. 2023.
Enhancing automatic speech recognition perfor-
mance through multi-speaker text-to-speech. In
Proceedings of the 35th Conference on Com-
putational Linguistics and Speech Processing
(ROCLING 2023), pages 371-376, Taipei City,
Taiwan. The Association for Computational
Linguistics and Chinese Language Processing
(ACLCLP).

Andrés Pineiro-Martin, Carmen Garcia-Mateo,
Laura Docio-Fernandez, Maria del Carmen
Lépez-Pérez, and Georg Rehm. 2024. Weighted
cross-entropy for low-resource languages in mul-
tilingual speech recognition. In Interspeech 2024,
page 1235—1239. ISCA.

Daniel Povey, Arnab Ghoshal, Gilles Boulianne,
et al. 2011. The kaldi speech recognition toolkit.

Mengjie Qian, Siyuan Tang, Rao Ma, Kate M.
Knill, and Mark J.F. Gales. 2024. Learn and
Don’t Forget: Adding a New Language to ASR
Foundation Models. In Interspeech 2024, pages
2544-2548.

Alec Radford, Jong Wook Kim, Tao Xu, Greg
Brockman, Christine McLeavey, and Ilya
Sutskever. 2023. Robust speech recognition via
large-scale weak supervision. In International

conference on machine learning, pages 28492—
28518. PMLR.

Yifan Yang, Jianheng Zhuo, Zengrui Jin, Ziyang
Ma, Xiaoyu Yang, Zengwei Yao, Liyong Guo,
Wei Kang, Fangjun Kuang, Long Lin, et al.
2024. k2ssl: A faster and better framework
for self-supervised speech representation learn-
ing. arXiv preprint arXiv:2411.17100.

Qingru Zhang, Minshuo Chen, Alexander
Bukharin, Nikos Karampatziakis, Pengcheng
He, Yu Cheng, Weizhu Chen, and Tuo Zhao.
2023. Adalora: Adaptive budget allocation for
parameter-efficient fine-tuning. arXiv preprint
arXiv:2303.10512.

Jing Zhao and Wei-Qiang Zhang. 2022. Improv-
ing automatic speech recognition performance
for low-resource languages with self-supervised
models. IEEE Journal of Selected Topics in Sig-
nal Processing, 16(6):1227-1241.

480


https://aclanthology.org/2023.rocling-1.47/
https://aclanthology.org/2023.rocling-1.47/
https://doi.org/10.21437/interspeech.2024-734
https://doi.org/10.21437/interspeech.2024-734
https://doi.org/10.21437/interspeech.2024-734
https://doi.org/10.21437/Interspeech.2024-1045
https://doi.org/10.21437/Interspeech.2024-1045
https://doi.org/10.21437/Interspeech.2024-1045
https://doi.org/10.1109/JSTSP.2022.3184480
https://doi.org/10.1109/JSTSP.2022.3184480
https://doi.org/10.1109/JSTSP.2022.3184480
https://doi.org/10.1109/JSTSP.2022.3184480

