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observed in low-resource languages. Due
to limitations in corpus size, the existence
of wvariant characters, and dialectal
differences, Hakka often performs poorly
on general-purpose  ASR models. To
improve recognition, we first fine-tuned
Whisper Large v3  Turbo  with
approximately 60 hours of Dapu and
Zhao’an speech data, enhancing the
model’s adaptability to these specific
dialects. After generating the ASR N-best
candidates, the system performs a multi-
module error detection and correction
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best 1338 915 » 4 it — 56 5 W process consisting of four main steps: (1)
o - . " }/ = . potential error detection to identify

% Fy_ BRIHLnAREFEL > @ T suspicious words among candidates; (2)

BALEHI: (1) Basreip phoneme confusion set detection, which

HLFEFHFNFEETR Q) F F provides alternative words based on

2% B e (Phoneme Confusion Set) : phonetic similarity; (3) lexicon-based
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Frr R wpEd o (4) B
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correction to ensure that words belong to
valid linguistic usage; and (4) collocation-
based detection, which leverages word
association scores derived from collected

' corpora  to  identify  contextually
pese B O R Ok WRlg TR R o AAT Y inconsistent ~ words. The  proposed
AT R A8 4lac G sA L ASR t“— correction ~ mechanism  effectively
MERFZ P D3 F RN SE compensates for the limitations of ASR in
SRR AR ORI ﬁx*‘ CER & low-resource languages. Experimental
N3 15.49% 0 RS 214 % o TE 2% results show that, after multi-stage error
AP R E S PR AR detection and correction, the final

Character Error Rate (CER) was reduced to
MAET © 3 Jelc B~ BIdD - 15.49%, achieving a 2.14% absolute
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Abstract

This study proposes a post-correction
system for Automatic Speech Recognition

(ASR) targeting Hakka (with a focus on the LB MUTRFES NG SBRFRAAE
Dapu and Zhao’an dialects), aiming to G DY B AR A S
address the high error rate commonly fras o DB FTET G ERWF R
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reduction, thereby demonstrating that the
method can effectively enhance ASR
accuracy.
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