AABRARRRKEEZ

2 Ay R FHA

HEREAAGTR

The Study of a Traffic Accident Information Collection Agent
System Based on Fine-tuned Open-Source Large Language
Models

# %7 Jo-Chi Kung

5k # % Chia-Hui Chang

z1a2x3s4cbd6v7£8b9g@gmail .com, chiahui@g.ncu.edu.tw

=
ARRRET —F£L A TLAFHETARL
£ XK A (Collision Care Guide, CCG)
B AGTEM  REAFH RO EHE
fLERLE - CCG ¥&=K#tm: MM
AR BARMBRRAFRER > £iB S H%
Eol S A M F R mi R RS
LA A4 X (TARF) » F B 24 & T 3R P4k
WA o B ARAKE S ERARER
HEBRMEE R > AR LEHAR Llama B
A (3B/8B 4% » T HEMFK 4-bit PEFT
Fik) EERALE GPT-4o-mini #3 A&
Boo BRET » TP MM AL ErE R
7 0.94 > JSON 3& & A8 UE E 0.995 5 F
RE b AR 4R A LR A 0.85-0.88 0 B
HEAER R - MABRANAHZRE R
FAPARAY LLM HEF AT 4 54 L
(Mo 52) BYERELZENN 052 o
HMRETHRENEMBAREEAT ER
s BZRAETRZIRGFTE
B ARSI FE S o CCG 89353344 T
FUMPLH AT AL ENHMTEEG > B
RBFHR R T Fa B LR AL S
FRIRT R ©
Abstract

This study introduces the ”Collision Care
Guide” (CCG), a system designed to col-

lect structured traffic accident informa-
tion during the early stages of an inci-

dent. CCG integrates three core mod-
ules: question generation, information
extraction, and accident reconstruction.

Through multi-turn dialogues, users are
guided to describe accident details, which
are then transformed into a structured
format (TARF), alongside readable narra-
tives for verification. To address cost ef-
ficiency, privacy protection, and deploy-
ment flexibility, this study compares the
performance of open-source Llama mod-
els (3B/8B parameters with full fine-tuning
and 4-bit PEFT methods) against the com-
mercial baseline GPT-40-mini. Results
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show that the information extraction mod-
ule achieves field accuracy above 0.94 and
JSON semantic similarity of 0.995, while
the question generation module attains se-
mantic similarity between 0.85-0.88 with
more concise expressions. Fine-tuned mod-
els scored 4 (out of 5) in dialogue qual-
ity and information extraction evaluations,
with differences from the commercial base-
line within 0.5 points. Findings confirm
that fine-tuned open-source models can
achieve performance comparable to com-
mercial models, with quantized versions
demonstrating high efficiency and deploy-
ment potential in resource-constrained sce-
narios. The CCG design bridges the tech-
nical gap in interactive information collec-
tion during the early stages of accidents,
offering a cost-effective and efficient solu-
tion for traffic incident management.
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Table 10: F178 & AL 4B K& R

= High Semantic Avg Semantic Medium Semantic Avg Length
B A A\ e Badpnia
ccuracy Similarity Accuracy Similarity
3B 0.6538 0.8486 0.9103 0.7919
3B_ 4bit 0.6667 0.8323 0.8974 0.7848
8B 0.7179 0.8601 0.9487 0.7779
8B__4bit 0.6923 0.8545 0.9487 0.7850
Combined_ 3B 0.6667 0.8508 0.9359 0.7876
Combined_3B_ 4bit 0.7308 0.8671 0.9615 0.7990
Combined_ 8B 0.7564 0.8761 0.9872 0.7822
Combined_8B_ 4bit 0.7949 0.8841 0.9872 0.7939
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Table 11: #3&& &R (R ~ BB ~ 2 F )
B Gemini-2.0 GPT-40
- Fluency  Relevance Coherence  Overall Fluency  Relevance Coherence  Overall
GPT-40-mini 5.00+£0.06 4.64+0.61 4.63+0.62 4.65+0.60 ‘ 4.984+0.14 4.50+0.65 4.514+0.62 4.64+0.47
Llama-3B 4.74£0.49 4.68+0.66 4.63+0.73 4.65+0.71 | 4.54+£0.51 4.14+0.75 3.96+0.87 4.14+0.74
Llama-3B-4bit 4.72£0.49 4.67+£0.63 4.614+0.71 4.63+£0.68 | 4.51£0.52 4.19+0.76 3.994+0.90 4.20+0.74
Llama-8B 4.85+0.38 4.77+0.64 4.754+0.66 4.76+0.62 | 4.66+£0.47 4.28+0.70 4.144+0.82 4.28+0.69
Llama-8B-4bit 4.824+0.40 4.76+£0.61 4.73+0.65 4.74+0.62 | 4.54+0.50 4.11+0.72 3.944+0.83 4.12+0.71
Llama-3B (Combined) 4.73£0.48 4.67+0.67 4.62+0.73 4.63+£0.70 | 4.54+£0.51 4.15+0.73 3.96+0.85 4.15+0.73
Llama-3B-4bit (Combined) | 4.684+0.52 4.62+0.68 4.544+0.81 4.57+0.77 | 4.49+0.51 4.06+0.81 3.86+0.92 4.06+0.79
Llama-8B (Combined) 4.84+0.38 4.76+£0.66 4.754+0.66 4.76+£0.63 | 4.60£0.49 4.20+0.72 4.044+0.83 4.19+0.72
Llama-8B-4bit (Combined) | 4.85+£0.36 4.77+0.65 4.76+0.64 4.76+0.63 | 4.63+0.48 4.244+0.72 4.09+£0.83 4.24+0.72
Table 12: KRMBARFLER (FE—EE ~ FATEM - ik &EIE)
P Gemini-2.0 GPT-40
- Consistency Completeness Reasonability ~ Overall | Consistency Completeness Reasonability — Overall
GPT-40-mini ‘ 4.96+0.20 4.9440.24 4.98+0.14 4.96+0.20 ‘ 4.70%0.50 4.80+0.41 4.984+0.17 4.8240.40
Llama-3B 4.93+£0.25 4.9540.22 4.95+0.23 4.9440.23 | 4.724+0.57 4.69+0.50 4.85+0.46 4.7540.52
Llama-3B-4bit 4.92+0.33 4.954+0.24 4.94+0.29 4.93+0.30 | 4.73%£0.57 4.67+0.53 4.8640.45 4.7540.52
Llama-8B 4.94+0.26 4.96+0.19 4.96+0.21 4.95+0.23 | 4.8240.46 4.80+0.43 4.9010.39 4.831+0.45
Llama-8B-4bit 4.95+0.22 4.97+0.18 4.97£0.18 4.97£0.19 | 4.86+0.42 4.81+0.42 4.92+0.33 4.86+0.40
Llama-3B (Combined) 4.94+0.28 4.9440.27 4.94+0.27 4.94+0.27 | 4.76£0.55 4.68+0.53 4.884+0.44 4.784+0.51
Llama-3B-4bit (Combined) | 4.94+0.30 4.95+0.28 4.96+£0.27 4.96+£0.27 | 4.74%0.58 4.71£0.53 4.86+0.47 4.761+0.53
Llama-8B (Combined) 4.95+0.21 4.96+0.19 4.96+0.20 4.96+£0.20 | 4.84+0.46 4.81£0.41 4.90+0.39 4.84+0.45
Llama-8B-4bit (Combined) | 4.95+0.22 4.96+0.19 4.96+0.20 4.96+£0.21 | 4.844+0.46 4.81+£0.41 4.90+0.39 4.8440.44
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