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Abstract
Large Language Models have shown impres-
sive multilingual capabilities, where translation
is one among many tasks. Google Translate’s
submission to the 2025 WMT evaluation tries
to research how these models behave when
pushing their translation performance to the
limit. Starting with the strong Gemma 3 model,
we carry out supervised fine tuning on high
quality, synthetically generated parallel data.
Afterwards we perform an additional Reinforce-
ment Learning step, with reward models based
on translation metrics to push the translation
capabilities even further. Controlling the com-
bination of reward models, including reference-
based and quality estimation metrics, we found
that the behaviour of the model could be tai-
lored towards a more literal or more creative
translation style. Our two submissions corre-
spond to those two models. We chose the more
creative system as our primary submission, tar-
getting a human preference for better sounding,
more naturally flowing text, although at the risk
of losing on the accuracy of the translation. It
is an open question to find the sweet spot be-
tween these two dimensions, which certainly
will depend on the specific domain to handle
and user preferences.

1 Introduction

In this paper we present Google Translate’s re-
search submission to the General MT track for the
WMT 2025 shared task. Starting with Gemma 3
(Gemma Team, 2025), a strong multilingual LLM,
we focus on improving its translation capabilities
through supervised fine-tuning (Section 2) and re-
inforcement learning (RL) (Section 3). We use a
mix of human- and synthetically-generated paral-
lel data for boosting translation performance, as
well as general domain post-training data in or-
der to mostly retain the general capabilities of the
original model. Through combinations of different
reward models in the reinforcement learning step,
we were able to generate two candidates: one more

targeted towards fluent translations, the other to-
wards more literal but sometimes slightly unnatural
translations. In the end we chose to submit the
more fluent system as our primary submission.

2 Supervised Fine-Tuning

For supervised fine-tuning (SFT), we begin with
the released Gemma 3 27B model. We use par-
allel data including both human-generated texts
as well as synthetic data generated by Gemini
(Gemini Team, 2025). In addition we include
human-generated Multidimensional Quality Met-
rics (MQM) translation error annotation data as
made available from the WMT evaluation cam-
paigns,1 as well as generic instruction-following
data. We use the public Gemma Kauldron SFT
tooling2 to fine-tune the Gemma 3 27B pretrained
checkpoint. For fine-tuning we use the AdaFac-
tor (Shazeer and Stern, 2018) optimizer with a
learning rate of 0.0001 and a batch size of 64, run-
ning for 20k steps.

2.1 SFT Data

We used 4 different types of data for the Supervised
Fine Tuning step.

Synthetic Gemini-Generated Translation Data
Our synthetic data is generated using MADLAD-
400 as the monolingual source (Kudugunta et al.,
2023). The MADLAD-400 sources are first buck-
eted by length, and then sampled in each bucket to
obtain 1 million source segments for each language
pair we wish to generate synthetic data for. We
then run a preliminary filtering step across these
source segments where we take 2 samples from
Gemini 2.5 Flash (1 greedy decoding, 1 sampled at
temperature=1.0) and compare their scores accord-
ing to MetricX 24-QE (Juraska et al., 2024). We

1https://github.com/google/
wmt-mqm-human-evaluation

2https://kauldron.readthedocs.io/en/latest/

https://github.com/google/wmt-mqm-human-evaluation
https://github.com/google/wmt-mqm-human-evaluation
https://kauldron.readthedocs.io/en/latest/
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select the 60k sources where the sample achieves
the largest improvement over the greedy decoding.
The intuition behind this source filtering approach
is that we wish to select sources that will benefit
the most from 128-sample QE decoding, so we
use 2 samples as a low-cost approximation. We
generate at two distinct lengths this way: individ-
ual sentences and text blobs of up to 512 tokens.
This way we aim to support both translations of
individual segments as well as longer texts.

After this selection process, for each of the 60k
sources for each language pair we generate 128
samples from Gemini 2.5 Flash and then apply a
MetricX 24-QE filter to select the best-performing
examples. In order to avoid formatting issues or
erroneous translations, we apply an additional fil-
tering step, based again on Gemini 2.5 Flash. This
methodology was applied to the language pairs
listed in Table 1. First SFT experiments were car-
ried out on a subset of this data, marked in bold in
the table.

For translations into Serbian we created a syn-
thetic data variant in both Cyrillic and Latin script
with some post-processing filters based on unicode
ranges to make sure the translations are in the cor-
rect script. The goal of the synthetic data is to cover
all languages relevant for the shared task. Except
for Bhojpuri, Bengali and Maasai, the data covers
all languages of the primary translation task as well
as the multilingual subtask: synthetic data genera-
tion for Bhojpuri and Bengali did not finish in time
for the shared task submission, and we decided
to exclude Maasai due to quality concerns given
the extremely low-resource nature of the language.
In addition, Maasai was not covered by the multi-
lingual pre-training of the MetricX base model, so
that QE scores are likely not reliable.

Human-Generated Translation Data To in-
crease the diversity and script coverage of the data
we also include data for additional lower-resource
languages. For these languages, due to uncertainty
about the quality of Gemini-generated synthetic
data, we opt to use human-generated parallel data
instead. This data comes from the SMOL (Caswell
et al., 2025) and GATITOS (Jones et al., 2023)
datasets. SMOL covers 221 languages and GATI-
TOS covers 170. This data was only used for the
SFT stage, not RL.

Human-Generated MQM Data We include
MQM data from WMT 2020 - 2023 (Lommel et al.,

2014; Freitag et al., 2021) in the general training
data mix. The intention is to increase the diver-
sity of the training data and add information on
translation error scoring. The model response is
formatted as JSON as seen in Figure 1. A model
fine-tuned only on the MQM portion is used as an
AutoMQM model (Fernandes et al., 2023) for RL
(see Section 3).

Generic Instruction-Following Data Our SFT
mixture also includes 40% generic instruction-
following data from the original Gemma 3 mixture.
The purpose of including this data is to prevent the
model from overfitting to the translation task and to
maintain generic instruction-following capabilities.

2.2 Translation Performance

In order to measure the performance during the de-
velopment cycle, we used a subset of the WMT24++

(Deutsch et al., 2025) corpus. We selected those
language pairs (starting from English) that are also
included in the WMT25 evaluation campaign, i.e.
English to Arabic (Egypt), Chinese (Simplified),
Czech, Estonian, Icelandic, Italian, Japanese, Ko-
rean, Russian, Serbian and Ukrainian.

In Table 2 results for the SFT approach are
shown. We first experimented with running SFT
on a set of 17 languages, some of which were in-
cluded in the WMT25 set of languages. On this
setup we saw improvements both on MetricX-24-
XXL (Juraska et al., 2024) and COMET22 (Rei
et al., 2022) (although only slight), but we saw a
significant degradation on CHRF (Popović, 2015).
Examining the produced translations, we saw a typ-
ical case of overfitting: the languages covered by
our dataset saw improvements in translation quality,
while those not included suffered from important
degradations, especially those with alphabets not
included in the data (which explained the big drop
in CHRF).

With this observation, we designed a setup that
tried to balance the improvements while keeping
the overall performance. We lowered the learn-
ing rate, froze the embeddings and added generic
SFT data derived from the Gemma 3 post-training
setup, as well as the MQM data. With this setup,
we were able to improve the quality as measured
with MetricX and COMET22, while also recover-
ing the original CHRF score. We were able to not
only avoid drops but even see gains for languages
that were not covered by the translation data mix.
For example Bengali dropped from 41.83 CHRF
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English (en) ↔ Arabic (ar), Chinese (zh), Czech (cs), Dutch (nl), Estonian (et)∗, Farsi (fa)∗,
French (fr), German (de), Greek (el)∗, Hindi (hi), Indonesian (id), Indone-
sian (id)∗, Icelandic (is)∗, Italian (it), Japanese (ja), Kannada (kn)∗, Ko-
rean (ko), Lithuanian (lt)∗, Marathi (mr)∗, Polish (pl), Portuguese (pt), Roma-
nian (ro)∗, Russian (ru), Serbian (sr)∗, Spanish (es), Swedish (sv)∗, Thai (th),
Turkish (tr), Ukrainian (uk), Vietnamese (vi)

Japanese (ja) ↔ Chinese (zh)

Table 1: List of language pairs for which we generated synthetic data. For language pairs marked with ∗ formatting
filtering was not applied. Languages in bold were included in the first set of experiments

System MetricX COMET22 CHRF

Baseline (Gemma 3) 3.08 82.7 41.3

SFT on 17 langs 2.94 82.8 37.7
+ general setup 2.81 83.8 41.1
+ WMT25 langs 2.86 84.4 44.2

Table 2: Supervised fine-tuning results on WMT priority
languages. “17 langs” refers to the 17 language pairs
marked in bold in Table 1.

to 13.87 in the initial SFT setup, while improving
to 45.40 in the general setup (and 46.10 when in-
creasing the language coverage). That is despite
not being covered by SFT data. This shows the
importance of carefully selecting the fine-tuning
setup and monitoring languages/scripts outside of
the training data.

Lastly we expanded our parallel dataset to all
languages included in WMT25 (except Bhojpuri,
Maasai and Bengali), which provided an additional
boost in COMET22 and CHRF, with a negligible
drop in MetricX.

3 Reinforcement Learning

We performed reinforcement learning on top of the
SFT checkpoint, using an ensemble of metrics as
reward models, to further boost translation quality.

3.1 Reward Models
We used the following metrics as reward models
during RL:

• MetricX-24-XXL-QE (Juraska et al., 2024),
a learned, regression-based translation met-
ric producing a floating point score between
0 (best) and 25 (worst), matching the stan-
dard MQM score range (Freitag et al., 2021).
MetricX scores were linearly rescaled, using
5.0−score, when computing rewards, so that

higher scores indicate better quality. Although
MetricX can take source, reference, and hy-
pothesis as input, we passed in an empty ref-
erence to use it as a QE score only.

• Gemma-AutoMQM-QE, a finetuned Au-
toMQM model (Fernandes et al., 2023). This
model was initialized from the Gemma3-27B-
IT checkpoint (Gemma Team, 2025), and was
trained on MQM ratings data from WMT
2020 - WMT 2023 (Lommel et al., 2014;
Freitag et al., 2021). Default MQM weights
(Freitag et al., 2021) were used in computing
(token-level) rewards from AutoMQM out-
puts. As with MetricX, it ignores the reference
translation.

• Generalist reward model covering many tasks,
including reasoning, instruction following,
and multilingual abilities, adapted from the
general Gemma 3 post-training setup (Gemma
Team, 2025).

We used RL algorithms extended to support
token-level advantages, which were added to the
advantages computed from sequence-level rewards.
This allowed us to use fine-grained, span-level
reward signals from AutoMQM directly, for im-
proved credit assignment and training efficiency
in the spirit of Ramos et al. (2024). See Figure 1
for an illustration of how MetricX and AutoMQM
rewards were (additively) combined during advan-
tage computation. The combined advantages were
then batch-normalized.

3.2 Language Distribution

For RL we used the same translation data as for
SFT3, but ignored the (synthetic) references, since

3Except for GATITOS and SMOL, which were used in
SFT only.
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Figure 1: Illustration of how sequence-level and token-level rewards are additively combined during advantage
computation in RL. Note that advantage is computed from sequence-level rewards as ‘reward-to-go’, meaning that
rewards are broadcast uniformly to every token.

fr_en
0.7%

zh_yue
0.0%
gaa_en
0.1%
sn_en
0.1%
en_ne
0.1%
ff_en
0.1%
mg_en
0.2%
en_ha
0.2%
en_ja
0.5%
en_th
0.5%

ja_zh
9.8%

en_uk
8.1%
en_cs
7.6%
en_lt
2.4%

en_sr-Cyrl
2.3%
en_et
2.2%
en_fa
1.8%
cs_de
1.8%
en_el
1.7%
cs_uk
1.4%

(a) SFT data mixture. (b) RL data mixture.

Figure 2: Language distribution (token count) in the GemTrans data mixtures.

the rewards we used were reference-free. Further-
more, we included the WMT languages missing
from the SFT step (bn and bho).

We re-balanced the RL data with UniMax sam-
pling (Chung et al., 2023) to balance the distribu-
tion of language pairs in the final mixture, resulting
in subsampling the high resource language pairs
so that all have the same weight. The final propor-
tion of languages for the SFT and RL phases can
be found in Figure 2. While the RL prompt set
was (approximately) a subset of the SFT data (note
that the RL prompt set excluded the non-translation
SFT split), we hypothesized that further gains in
performance were still possible, given that the RL
learning objective is very different from that of
SFT, and improvements from RL (e.g., learning to
not hallucinate) should generalize independently
of the prompt set used.

System MetricX COMET22 CHRF

Baseline (Gemma 3) 3.08 82.7 41.3
+ full SFT 2.86 84.4 44.2

+ RL GEMTRANS1 2.40 83.7 37.4
+ RL GEMTRANS2 2.85 83.7 40.4

Table 3: Reinforcement learning results on WMT prior-
ity languages.

3.3 Translation Performance

We experimented with different combinations of re-
ward functions and data conditions on small scale
experiments, starting from the fine-tuned model
described in Section 2. Our primary submission,
“GEMTRANS1”, used the ensemble of reward mod-
els described in Section 3.1. Our secondary submis-
sion, which we refer to as “GEMTRANS2”, used
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the reference-based version of MetricX-24-XXL
(with the same synthetic references used for SFT,
as described in Section 2.1), and used a prompted,
rather than finetuned, AutoMQM reward model.
This prompted AutoMQM model used the same
prompt format as the finetuned model. Translation
results are shown in Table 3. It can be seen that
GEMTRANS1 managed to improve significantly on
MetricX, although at the cost of drops in COMET22
and CHRF. GEMTRANS2 was not able to improve
over the base SFT system in any metric. However,
we still kept it as a candidate for submission, keep-
ing in mind that GEMTRANS1 may potentially be
overfitting to MetricX.

4 Automatic Post-editing

In order to minimize formatting errors, we run an
additional post-editing pass on the resulting trans-
lations. Each model post-edits its own translations,
i.e. they serve both as translation and post-edit sys-
tems. We prompt the model to just fix the format-
ting, without altering the text of the translation,
using the prompt shown in Appendix A. The exam-
ples were chosen from errors we spotted during the
development process of the model. On automatic
metrics we saw small but consistent improvements
for both GEMTRANS1 and GEMTRANS2 systems.

5 Final Submission

As described in Section 3.3, we ended up with two
main candidates for submission. MetricX showed
a clear preference for GEMTRANS1, although there
was a clear drop in CHRF.4 This might be a signal
of the model overfitting to MetricX, so in order
to get a better picture, we prompted Gemini to
compare a subset of the translations of the WMT25
test sets, assigning a score of +1 if GEMTRANS1
was preferred, and -1 otherwise. The results can
be found in Table 4, and show a preference for
GEMTRANS1.

Additionally we also prompted Gemini to per-
form an MQM evaluation with additional quality
scoring (similar to this year’s setup in the shared
task evaluation). In this case, the system preferred
GEMTRANS2, both in terms of the quality score as
well as MQM. When looking into the decomposi-
tion into accuracy and fluency scores, the MQM
analysis shows better accuracy for GEMTRANS2,
but at the cost of fluency.

4We had already discarded the failure cases described in
Section 2.2 for this setup.

Language Pair Mean

cs→de_DE +0.22
cs→uk_UA −0.07
en→ar_EG +0.24
en→bho_IN +0.23
en→cs_CZ −0.07
en→et_EE +0.15
en→is_IS +0.26
en→ja_JP +0.26
en→ko_KR +0.31
en→mas_KE +0.31
en→ru_RU +0.26
en→sr_Latn_RS +0.20
en→uk_UA +0.31
en→zh_CN +0.11
ja→zh_CN +0.12

Average +0.17

Table 4: Gemini side-by-side scores for the different
language pairs. A positive score represents preference
for GEMTRANS1, a negative score preference for GEM-
TRANS2.

Lastly we manually spot checked the translations
(focusing on German outputs). We can confirm the
conclusions of the MQM analysis, as we found the
output of GEMTRANS1 to be more fluent than that
of GEMTRANS2. Table 5 shows some examples
comparing the two systems. In the first example,
GEMTRANS1 uses the informal form “du” instead
of the formal “Sie”, which is more appropriate
for the context of YouTube videos, and in general
the flow of the text is more natural than that of
GEMTRANS2. The second example shows a more
interesting effect. We saw that GEMTRANS1 in
several cases adds “explanations” to its output, e.g.
it expands the UCL and LSE abbreviations in the
example shown in Table 5. In general we found this
added information to be useful and appropriate, and
we felt that it indeed increased the translation qual-
ity. However, in a more strict sense, these could
be interpreted as “accuracy” errors, which would
explain the error numbers shown in Table 6. GEM-
TRANS2 on the other hand seemed indeed to be a
more accurate model, but it sometimes produced
“unnatural” translations.

Of course all that glitters is not gold, and we also
found examples where the added text from GEM-
TRANS1 was incorrect or even hallucinated. As
for the question of overfitting to MetricX, we can-
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Source So that’s it for today’s ikea hacks video. I hope that you enjoy this one and give
it a big thumbs up if you did and let me know in the comment section below
which one of these projects was your favorite. [...]

GEMTRANS1 Das war’s für heute mit unserem Video zu IKEA-Hacks. Ich hoffe, es hat euch
gefallen, und wenn ja, gebt uns gerne ein "Daumen hoch"! Schreibt uns auch
in den Kommentaren, welches dieser Projekte euch am besten gefallen hat.
[...]

GEMTRANS2 Das war’s für heute mit diesem Video zu IKEA-Hacks. Ich hoffe, es hat Ihnen
gefallen, und geben Sie ihm einen Daumen hoch, wenn das der Fall war, und
lassen Sie mich im Kommentarbereich unten wissen, welches dieser Projekte
Ihr Favorit war. [...]

Source Game 17 of #UniversityChallenge is the first of eight knockout games in
the second round. This was UCL and LSE, and UCL gave an outstanding
performance: [...]

GEMTRANS1 Das 17. Spiel der #UniversityChallenge ist das erste von acht K.O.-Spielen in
der zweiten Runde. Es wurde zwischen der UCL (University College London)
und der LSE (London School of Economics) gespielt, und die UCL zeigte eine
herausragende Leistung: [...]

GEMTRANS2 Spiel 17 von #UniversityChallenge ist das erste von acht K.O.-Spielen in der
zweiten Runde. Es handelte sich um UCL und LSE, und UCL zeigte eine
herausragende Leistung: [...]

Table 5: Translation examples for both systems under consideration. GEMTRANS1 generally produces more fluent
translations, sometimes with added explanations that help the understanding of the text.

MQM

System Q Total Acc Fl O

GEMTRANS1 68.0 15.5 13.6 1.1 0.8
GEMTRANS2 75.6 11.4 8.4 1.9 1.0

Table 6: MQM evaluation by prompting Gemini for
MQM and quality (Q) scores. The MQM scores are
additionally split into accuracy (Acc), fluency (F) and
“other” (O) categories.

not completely discard this hypothesis, but we did
not see any evidence of pathological outputs that
might be gaming the metric. We decided to move
forward with this system, as the general quality in-
deed seemed to be superior to that of GEMTRANS2,
and this constituted our primary submission for the
shared task.

6 Findings of the Human Evaluation

The organizers of WMT shared the results of the hu-
man evaluation. The performance of GEMTRANS1

Language Pair Cluster Rank

cs→de_DE 2 9-14
cs→uk_UA 2 4-8
en→ar_EG 9 11-14
en→bho_IN n/a n/a
en→cs_CZ 4 13-16
en→et_EE 7 10-12
en→is_IS 9 12-12
en→it_IT 1 1-4
en→ja_JP 3 12-16
en→ko_KR 2 5-10
en→mas_KE n/a n/a
en→ru_RU 3 13-16
en→sr_Cyr_RS 6 8-9
en→uk_UA 2 4-8
en→zh_CN 2 5-10
ja→zh_CN 5 14-15

Table 7: Human evaluation results for the GEMTRANS1
system.
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has been summarized in Table 7. It can be seen that
GemTrans performs generally in the top 3 clusters
for 8 of the 14 language pairs where it was evalu-
ated by humans, being in the first one for English
to Italian. The first clusters are usually taken by
large systems with a much bigger parameter count.
The ranks show a wider variance, due to the highly
competitive landscape of this year’s shared task
and the big number of participating systems.

For English to Arabic GEMTRANS1 obtained a
very low human score, along with all other systems
in its cluster. This was the result of the system fail-
ing to produce the correct Arabic dialect (Egyptian).
In a related fashion, Bhojpuri showed low auto-
matic scores (thus GEMTRANS1 was not included
in the human evaluation) and we suspect that GEM-
TRANS1 failed to generate Bhojpuri, falling back
to Hindi instead.

In the report about the shared task, in the ad-
ditional analysis of the Serbian translations, the
organizers explicitly highlight the GEMTRANS1
system for a “notable amount of idiomatic trans-
lations, even more than humans” (Kocmi et al.,
2025), although they also point out a “relatively
high number of errors”. These findings agree with
our own observations about the system.

7 Conclusions

We have presented the Google Translate Research
submission to the WMT25 evaluation campaign.
Starting from Gemma 3 we used supervised fine-
tuning and RL to boost translation performance, in
addition to a small automatic post-editing step to
improve the formatting of the translations.

Out of the two final candidate systems, we found
that one was more tailored towards fluency while
the other one was more tailored towards accuracy
(possibly illustrating the tradeoff discussed by e.g.
Flamich et al. (2025); Schleiermacher (1816); Dry-
den (1685)). After evaluation with automatic met-
rics as well as manual inspection, we decided to
move forward with the more fluent system, as it
seemed to produce generally higher quality transla-
tions.

Whether that was the correct decision may
largely depend on the criterion of the human evalu-
ators. Quality of machine translation is indeed in
the eye of the beholder, and the more “free-style”
translations produced by the system may not be
the preferred ones if more literal translation are de-
sired, closer to the source sentence. This dichotomy

again highlights the difficulties of machine transla-
tion evaluation, and may be indeed point towards
new research directions (for both MT generation
and evaluation), where the intent of the translation
can play a more relevant role.
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Appendix

A APE Prompt

You are a copy-editor fixing formatting issues related to translation. You will see
a source in {src_lang} and its translation in a {tgt_lang}. If there are formatting
errors, fix them. Here are examples of things to fix:

{examples}

Do NOT fix the translations themselves. Only fix the sorts of minor errors described
above, IF they exist. MOST TRANSLATIONS WILL NOT NEED ANY CORRECTIONS!

Only output the fixed translation, with no additional formatting or chattiness. Here
is the example to fix:

source={src}
output={out}
corrected=

Examples

• Mismatching quotation marks:

source=“Let her go!”
output="¡Déjala ir!"
corrected=“¡Déjala ir!”

• “user” omitted from beginning:

source=@user38 heard this essay was good and it is
output=Ich habe gehört, dieser Artikel ist gut, und das ist er auch.
corrected=@user38: Ich habe gehört, dieser Artikel ist gut, und das ist er auch.

• HTML tag translated, instead of preserved as tag

source=<contents for=sec2>section 2...</contents>
output=<Inhalt für=sec2>Abschnitt 2...</Inhalt>
corrected=<contents for=sec2>Abschnitt 2...</contents


