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Abstract

This paper describes NVIDIA-NeMo’s WMT
2025 Metrics Shared Task submission. We in-
vestigated two strategies for extending Machine
Translation (MT) evaluation to unsegmented
documents: 1) first segmenting into sentences
and then applying regression-based metrics on
aligned sentence pairs, and 2) directly utiliz-
ing the long-context capabilities of LLMs. The
base comparison of the segmentation-based and
LLM-based metrics on the WMT 2023-24 eval-
uation sets indicated that the former performs
more robustly across language pairs. Thus we
sought to improve the LLM-based approach by
incorporating relative evaluation - this setting
jointly evaluates all candidate translations at
once and relative to each other, rather than eval-
uating each separately. Our experiments using
the open-source Qwen3 LLM show that relative
evaluation improves score correlations with hu-
man judgment, but only if the task is structured
as a 2-stage evaluate-then-refine problem.

1 Introduction

For most of its history, machine translation (MT)
research has revolved around the sentence as the
primary unit of translation and evaluation. Standard
MT benchmarks and evaluation protocols typically
present systems with short, isolated segments, and
assess their quality against human-produced ref-
erences (Kocmi et al., 2024). This sentence-level
paradigm has been driven by practical constraints:
statistical and neural MT systems were long limited
by both computational costs and modeling power
(Kim et al., 2019). And in turn, automatic metrics,
whether lexical (Papineni et al., 2002) or regression-
based (Rei et al., 2020), were also designed to op-
erate on sentence-like segments.

However, translation in real-world applications
rarely occurs in isolation. Professional translators
work with continuous documents, where meaning
and style are shaped by discourse, context, and

document-level coherence (Lommel et al., 2014).
As neural MT systems have become more capa-
ble, particularly with the advent of large language
models (LLMs), research has increasingly shifted
toward document-level translation and evaluation
(Zhu et al., 2024; Pang et al., 2025). This shift
reflects both a practical need for evaluating transla-
tions as they appear in natural, unsegmented con-
texts and a growing recognition that many impor-
tant aspects of quality, such as pronoun resolu-
tion, lexical consistency, and narrative flow, can
only be judged when viewing the text holistically.
This recent emergence of long-context MT models
has made it technically feasible to translate much
larger spans of text at once, raising a new research
question in the field of MT evaluation: is it bet-
ter to apply existing sentence-level metrics to seg-
mented text or apply LLM-based metrics directly
to document-length text?

In the WMT 2025 Metrics Shared Task, we fo-
cus specifically on the problem of unsegmented
document evaluation: assessing the quality of MT
outputs when the entire document is presented
as a single sequence. Our submission compares
two divergent strategies: (1) applying traditional
regression-based metrics after segmenting docu-
ments into sentences, and (2) leveraging the long-
context capabilities of LLMs to perform holistic
document evaluation directly. To support our inves-
tigation, we simulated document-level human eval-
uations by concatenating the sentence-level MQM
annotations from the WMT 2023 and 2024 Metrics
Shared Tasks. Our experiments showed that the
scaled up regression-based metric correlated better
with human judgement than the LLM-based metric
– we thus designed the former as our primary sub-
mission and the latter as our secondary submission
to the WMT 2025 Metrics Shared Task.

While our primary findings favored the
segmentation-based regression metric, we also ex-
plored ways to strengthen the LLM-based approach.
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In particular, we experimented with relative evalu-
ation — a setup in which all candidate translations
for a given source are presented to the model si-
multaneously and ranked against each other, rather
than scored in isolation. We found that relative
evaluation yielded only marginal improvements
in correlation with human judgments, and only
when implemented as a two-stage “evaluate-then-
refine” process. Although these gains were not
large enough to change our overall ranking of the
two strategies, this line of work remains relevant for
understanding how LLM prompting strategies inter-
act with long-context MT evaluation. We therefore
complement our main results with an analysis of
why relative evaluation showed limited benefits and
where it may still hold promise.

2 Document-level Human Evaluation

Prior to 2025, the WMT shared tasks were limited
to the segment-level translation paradigm - all MT
systems and all human evaluation operated on seg-
ments. To study document-level evaluation, we
construct a simulated document-level MQM set
by concatenating the source and target segments
of each document and summing their MQM error
counts. Table 1 compares the source lengths and
MQM scores before and after document concatena-
tion.

While this offers the best available proxy for
document-level score correlations on WMT data, it
has two notable limitations:

1. MT systems trained and evaluated on seg-
mented inputs may differ from true document-
level MT systems, which can exhibit dis-
tinct error patterns such as over- or under-
translation.

2. MQM raters were instructed to consider sur-
rounding context, but their judgments re-
mained segment-focused; discourse-level phe-
nomena may be underreported.

Note that we do not simulate document-level eval-
uation for the WMT 2024 sets because a large por-
tion of segments were not evaluated. We also do
not simulate document-level ESA data, as its 0–100
scale is not naturally additive, unlike MQM error
counts. We therefore focus on the three language
pairs from WMT 2023: En-De, He-En, and Zh-En.

Table 1: Comparison of segment and document-level
WMT human evaluation data: average source character
length (Len) and average MQM score (Score).

Segment Document
Set Len Score Len Score

WMT23-En-De 354 -7.1 1028 -16.9
WMT23-He-En 84 -2.3 1719 -17.3
WMT23-Zh-En 40 -4.3 449 -25.1
WMT24-En-De 185 -3.0 - -
WMT24-En-Es 185 -1.0 - -
WMT24-Ja-Zh 91 -3.2 - -

3 Metric Descriptions

3.1 Segmentation-based

The segmentation-based system breaks down
document-level evaluation into sentence-level sub-
problems and relies on legacy sentence-level met-
rics for evaluation. Our approach first segments
the source and target documents into sentences us-
ing ersatz (Wicks and Post, 2021), then establish
aligned sentence blocks from these sentences us-
ing Vecalign (Thompson and Koehn, 2019) and
LASER (Artetxe and Schwenk, 2019) sentence em-
beddings. Because our preliminary finding shows
that existing sentence-level metrics are not good at
identifying over- and under-translation errors, we
have to rely on null alignments to identify these
errors. To avoid merging unrelated sentences into
aligned sentence blocks, we introduce an adaptive
heuristic search strategy that dynamically finds the
optimal alignment penalty (βskip) for each docu-
ment, ensuring those over- and under-translation
errors are correctly identified as null alignments.
Different from past practices such as mWERSeg-
menter (Matusov et al., 2005), which jointly align
and segment system translations according to a ref-
erence, our system is a reference-free submission
that directly aligns system translation to the source.

We apply MetricX-24-XXL-Hybrid-QE (Juraska
et al., 2024) to each aligned blocks. In cases where
null alignments are established, we penalize null
alignments by assigning a score of 25 for each null
alignment. We average the scores evalauted over
sentence blocks to obtain a document-level score.
To ensure the score aligns with the scale and direc-
tionality of WMT 2025, we apply a simple linear
transformation of 100− 4× sd on the document-
level score sd.
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Figure 1: Overview of our 2-stage LLM-based methods: three relative evaluation approaches incorporating varying
degrees of information from the initial MQM stage.

3.2 LLM-based

We implemented four document-level MT eval-
uation methods based on the Qwen3 large lan-
guage model (LLM). All methods operate on un-
segmented documents and follow the MQM (Mul-
tidimensional Quality Metrics) annotation scheme.
The first method is a direct re-implementation of
an established approach, while the remaining three
extend it by incorporating a second-stage relative
evaluation procedure.

3.2.1 Qwen-MQM
The baseline method, Qwen-MQM, is a Qwen-
based re-implementation of the GEMBA-MQM
framework, which was originally proposed using
GPT models (Zhao et al., 2024). In this setting,
the LLM is provided with the source document
and a candidate translation and is prompted to pro-
duce MQM annotations (Kocmi and Federmann,
2023). The final document score is obtained by
aggregating these annotations according to the
MQM weighting scheme (Freitag et al., 2021).
This method evaluates each system output indepen-
dently, without reference to other candidate trans-
lations.

3.2.2 Relative Evaluation Extensions
The remaining three methods augment Qwen-
MQM with a second evaluation stage in which
the LLM is shown multiple system outputs for the
same source document and instructed to re-assess
or adjust scores based on cross-system comparison.
This relative evaluation setting leverages the LLM’s
long-context capability to consider multiple trans-
lations simultaneously, with the goal of improving

the utility of the metric for ranking MT systems.
We present the methods in order of decreasing eval-
uative independence - that is, the degree to which
final scoring decisions are formed without being
conditioned on the scores and rankings of the initial
MQM stage.

Qwen-MQM-Group-Score: In the second
stage, the LLM is presented with the complete set
of candidate translations together with their initial
MQM annotations. It is then instructed to assign
final scores to all candidates in a single pass, explic-
itly weighing the relative strengths and weaknesses
that emerge through comparison. Since only the ini-
tial MQM annotations, and not the resultant MQM
scores, are presented to the LLM in this second
stage we consider that this approach has a high
degree of evaluative independence.

Qwen-MQM-Rerank: In the second stage, the
LLM is shown the initial ranking of candidates
derived from their MQM scores, along with their
MQM annotations, and is asked whether any ad-
justments to the ordering are warranted. Compared
to the previous approach, this one offers less evalu-
ative independence in the second stage: here, the
initial ranking is presented to the LLM and the task
is framed as a re-ranking of the initial judgments.

Qwen-MQM-Relative-Score: In the second
stage, the LLM receives the initial MQM annota-
tions and MQM scores (and thus implicitly the ini-
tial rankings) of all other candidates and is tasked
with assigning a score to a single target translation
in light of these scores. This creates the strongest
dependency on prior judgments, as the evaluation
of each candidate is explicitly anchored to the as-
sessed quality of its competitors. Unlike the previ-
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Table 2: Comparison of regression-based and LLM-
based metrics on segment-level WMT data, as measured
by system and segment score correlations with human
judgments (Kendall’s Tau). Correlations are averaged
across language pairs.

Model Sys Seg

XComet-QE 0.731 0.371
MetricX-QE 0.769 0.387

GEMBA-MQM/ESA 0.809 0.362
Llama-MQM 0.674 0.230
Qwen-MQM 0.736 0.356

ous two approaches which evaluate all candidates
at once, this one cycles through each candidate in
order to evaluate each relative to the rest.

Figure 1 summarizes these three relative eval-
uation approaches in terms of what information
from the initial MQM stage is made available. In
other words, with more information (in the form
of annotations, ranking, and scores), the evaluative
independence of the second stage decreases.

4 Experimental Setup

Data: We use evaluation data from the WMT
2023–2024 Metrics Shared Tasks: MQM (both
years) and ESA (2024). These are inherently
segment-level corpora: translations were produced
from pre-segmented sources, and human ratings
were applied to individual segments.

Models: For LLM-based metrics, we use
Qwen3-14B (Team, 2025b) in our experiments.
The Qwen3 series is a hybrid reasoning/instruction-
following model, capable of scaling inference-time
compute via the generation of reasoning traces;
however, we found that the reasoning mode de-
graded performance, so we disabled it in our ex-
periments. In our attempt to identify the best open-
source LLM, we also experimented with Llama3.1-
8B (Grattafiori et al., 2024) and Gemma-3-12b-it
(Team, 2025a) – these were less performant than
Qwen3, as described in the next section.

Meta-Evaluation: For measuring score correla-
tion with human judgment we rely on Kendall’s
Tau, as computed by the official WMT reposi-
tory: https://github.com/google-research/
mt-metrics-eval. We track both system-level
and segment/document-level score correlations.

5 Results

5.1 Segment-level Evaluation
Table 2 compares regression-based and LLM-based
metrics on the WMT 2023–2024 segment-level
datasets. Correlations with human judgments are
reported at both the system and segment level, av-
eraged over all language pairs.

MetricX-QE stands out as the best overall metric,
considering both system and segment-level score
correlation. The GPT-based GEMBA metric is a
close second, but for our submission we opted for
open-source alternatives. Therefore on the LLM
side, Qwen-MQM is the strongest available met-
ric. We found that Llama produced reasonable, but
weaker, results while Gemma failed to consistently
follow the MQM instructions.

5.2 Document-level Evaluation
Given that MetricX-QE and Qwen-MQM were the
strongest regression-based and LLM-based metrics
respectively at the segment level, we centered our
document level investigations around these two.

Table 3 presents results on the simulated
document-level dataset constructed from WMT
2023 MQM annotations. Here the LLM-base met-
ric outperformed the regression-based, unlike in
the previous segment-level setting. This suggests
that the long context capability of LLMs lead to a
more holistic evaluation of document-level transla-
tions, while regression-based methods still require
some form of segmentation into parts.

The single stage Qwen-MQM outperformed the
two relative evaluation approaches with the high-
est degrees of evaluative independence in the sec-
ond stage: Qwen-MQM-Rerank and Qwen-MQM-
Group-Score. These degradations resulting from
the second stage suggest that the relative evaluation
ability of LLMs is still weak.

On the other hand, the Qwen-MQM-Relative-
Score approach yielded moderate improvements
over Qwen-MQM - since this approach provides a
great deal of information (MQM annotations and
MQM scores) from the first stage, it limits how
much the scores produced in the second stage can
deviate from that of the first stage.

6 Conclusion

We investigated two strategies for unsegmented
document-level MT evaluation: scaling traditional
regression-based metrics to longer contexts and
applying LLM-based metrics capable of holistic
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Table 3: Comparison of regression-based and LLM-based metrics on document-level WMT data, as measured by
system and document score correlations with human judgments (Kendall’s Tau).

En-De He-En Zh-En Avg
Metric Sys Doc Sys Doc Sys Doc Sys Doc

LASER-MetricX-QE 0.909 0.328 0.848 0.233 0.714 0.285 0.824 0.282

Qwen-MQM 0.909 0.429 0.758 0.346 0.810 0.460 0.836 0.425
Qwen-MQM-Rerank 0.909 0.415 0.758 0.343 0.829 0.460 0.832 0.406
Qwen-MQM-Group-Score 0.939 0.365 0.909 0.250 0.924 0.261 0.924 0.292
Qwen-MQM-Relative-Score 0.939 0.421 0.909 0.357 0.810 0.471 0.886 0.416

assessment. While regression-based metrics exhib-
ited stronger correlations with human judgments
than LLM-based metrics on segment-level data,
the inverse was true on simulated document-level
data. While relative evaluation techniques mod-
estly improved LLM-based performance, gains
were only achieved under fairly restrictive settings.
These findings suggest that long-context LLMs are
a promising basis for document-level MT evalua-
tion, but further work is needed to fully realize the
potential of LLM-based approaches.
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