Vicomtech@WMT 2025: Evolutionary Model Compression for Machine
Translation

David Ponce!?> and Harritxu Gete! and Thierry Etchegoyhen!
! Fundacién Vicomtech, Basque Research and Technology Alliance (BRTA)
2 University of the Basque Country EHU
{adponce, hgete, tetchegoyhen}@vicomtech.org

Abstract

We describe Vicomtech’s participation in
the WMT 2025 Shared Task on Model
Compression. We addressed all three lan-
guage pairs of the constrained task, namely
Czech to German, English to Arabic and
Japanese to Chinese, using the Aya Expanse
8B model as our base model. Our approach
centers on GeLaCo, an evolutionary method
for LLM compression via layer collapse op-
erations, which efficiently explores the com-
pression solution space through population-
based search and a module-wise similar-
ity fitness function that captures attention,
feed-forward, and hidden state representa-
tions. We systematically evaluated com-
pression at three different ratios (0.25, 0.50,
and 0.75) and applied targeted post-training
techniques to recover performance through
fine-tuning and knowledge distillation over
translation instructions. Additionally, we
explored quantization techniques to achieve
further model size reduction. Our experi-
mental results demonstrate that the combi-
nation of evolutionary layer compression,
targeted post-training, and quantization can
achieve substantial model size reduction
while maintaining competitive translation
quality across all language pairs.

1 Introduction

The remarkable success of Large Language Mod-
els (LLMs) across diverse natural language pro-
cessing tasks (Radford et al., 2019; Brown et al.,
2020; Chang et al., 2024) has established them
as powerful tools for language understanding and
generation. Beyond their general capabilities,
LLMs have also demonstrated remarkable effec-
tiveness in machine translation tasks, often match-
ing or exceeding the performance of dedicated
neural machine translation systems (Xu et al.,
2024; Zhu et al., 2024a; Kocmi et al., 2023, 2024).
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Simultaneously, recent work has focused on the
development of specialized multilingual LLMs
designed specifically for translation and cross-
lingual tasks, such as Aya Expanse (Dang et al.,
2024), EuroLLM (Martins et al., 2025), and Tower
(Alves et al., 2024).

However, these advances come at the cost of
substantial computational requirements. Modern
LLMs, ranging from billions to trillions of param-
eters, demand considerable memory and process-
ing power for both training and inference, with
associated environmental impacts that raise seri-
ous sustainability concerns (Strubell et al., 2019).
These computational requirements create barriers
to widespread deployment and usage where re-
duced memory footprint and efficient inference are
essential for practical adoption.

In this work, we describe Vicomtech’s partici-
pation in the constrained track of the WMT 2025
Model Compression shared task (Gaido et al.,
2025). This task focuses specifically on making
LLMs suitable for deployment in machine trans-
lation within resource-constrained environments.
The task evaluates compression techniques across
multiple dimensions: model size reduction, trans-
lation quality preservation, and inference speed
optimization. Participants were tasked to com-
press the Aya Expanse 8B model while main-
taining competitive translation performance across
three language pairs: Czech-German, English-
Arabic, and Japanese-Chinese.

To address these challenges, we employed
GeLaCo (Ponce et al., 2025), an evolutionary al-
gorithm for LLM compression that builds upon
the layer collapse operations of LaCo (Yang et al.,
2024). GeLaCo efficiently explores the com-
pression solution space through population-based
search and a module-wise similarity fitness func-
tion that captures attention, feed-forward, and hid-
den state representations. We systematically ap-
plied this approach across multiple compression
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Figure 1: Overview of our model compression pipeline. Starting from Aya Expanse 8B (32 layers, 8B parameters),
we apply GeLaCo compression at three ratios (0.25, 0.50, 0.75), reducing to 24, 16, or 8 layers respectively.
Compressed models undergo post-training via Supervised Fine-Tuning or Generalized Knowledge Distillation for
performance recovery, followed by optional 8-bit or 4-bit quantization for additional size reduction.

ratios (0.25, 0.50, and 0.75) for all three lan-
guage pairs. We explored targeted post-training
techniques, including continued pre-training and
knowledge distillation, to recover translation per-
formance after compression. Additionally, we
used quantization methods to achieve further size
reduction while maintaining translation quality.
Our experimental results demonstrate that
the combination of evolutionary layer compres-
sion, targeted post-training, and quantization
can achieve substantial model size reduction
while preserving competitive translation capabil-
ities across diverse language pairs. Figure 1
presents an overview of our compression pipeline.

2 Background

Model Compression. Traditional compression
techniques for large language models include
quantization, knowledge distillation, and prun-
ing. Among pruning approaches, structured meth-
ods that remove entire layers or components
have shown particular promise. Notable re-
cent methods include SliceGPT (Ashkboos et al.,
2024), which replaces sparse weight matrices with
smaller dense matrices; LLM-Pruner (Ma et al.,
2023), which uses gradient information to iden-
tify prunable components; and LaCo (Yang et al.,
2024), which merges layers based on cosine simi-
larity differences. However, these approaches typ-
ically require costly empirical evaluation of differ-
ent compression schemes.

Evolutionary Compression. Evolutionary al-
gorithms have recently emerged as a principled ap-
proach to explore the compression solution space.
EvoPress (Sieberling et al., 2024) formulates com-
pression as a general optimization problem using
evolutionary algorithms for dynamic, non-uniform
compression. DarwinLLM (Tang et al., 2025) intro-
duces training-aware structured pruning within an
evolutionary framework. These methods demon-
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strate the potential of evolutionary approaches to
discover better compression configurations com-
pared to heuristic methods.

LLMs for Machine Translation. Large
language models have become the dominant
paradigm in machine translation, often match-
ing or exceeding dedicated neural MT systems
(Kocmi et al., 2023, 2024). This shift has moti-
vated the development of specialized multilingual
LLMs for translation tasks, such as Aya Expanse
(Dang et al., 2024), which serves as the base
model for our compression experiments. The suc-
cess of LLMs in translation, combined with their
substantial computational requirements, makes
efficient compression particularly important for
practical deployment in translation scenarios.

3 Methodology
3.1 GeLaCo

We employed GeLaCo, an evolutionary algorithm
for LLM compression based on layer collapse op-
erations. Layer collapse reduces model size by
merging consecutive layers through differential
weight merging, where the resulting parameters
when merging m consecutive layers starting from
layer [ are computed as in Equation 1:

0F =0+ > (Or4r — 01), (1)

k=1

where 0; denotes the weight parameters of layer
[, and (0, — 0;) denotes the parameter difference
between each subsequent layer and the base layer
[. This preserves contributions from collapsed lay-
ers while reducing the overall model size.

The main challenge in layer collapse lies in
determining optimal merge operation combina-
tions, as the search space grows exponentially with
model size. Other approaches such as LaCo rely
on empirical evaluation using heuristic methods,



which can be computationally expensive and may
miss better compression solutions due to a limited
exploration of the solution space.

GeLaCo addresses these limitations via
population-based evolutionary search that effi-
ciently explores compression configurations. The
method uses a module-wise similarity fitness
function that captures attention, feed-forward, and
hidden state representations to guide the layer
collapse operations through differential weight
merging. The evolutionary process maintains a
population of candidate solutions, where each
individual represents a specific configuration of
layer merge operations, evolving through fitness
evaluation, selection, and crossover operations.

The fitness function evaluates compressed
model quality by computing module-wise similar-
ity between the original and compressed models
using a small calibration dataset. For each cali-
bration sentence, GeLaCo calculates cosine simi-
larity across attention modules, feed-forward net-
work components, and final hidden state repre-
sentations, with the overall fitness score averaged
across all three components and all calibration
sentences. This approach enables an efficient eval-
uation of compression quality during the evolu-
tionary search using only a small set of represen-
tative text samples.

3.2 Post-training

Previous work has demonstrated that instruction-
following capabilities can be partially recov-
ered through post-training of compressed models
(Chen et al., 2025; Men et al., 2025; Ponce et al.,
2025). We explored two distinct approaches for
performance recovery. First, we applied Super-
vised Fine-Tuning (SFT) over translation instruc-
tions, where we adapted the compressed models
to the translation task through continued training
on parallel data. Alternatively, we explored Gen-
eralized Knowledge Distillation (GKD) (Agarwal
et al., 2024), which addresses distribution mis-
match by training the compressed student model
on its own generated sequences while leveraging
feedback from the original teacher model.

3.3 Quantization

To achieve further compression beyond layer col-
lapse, we explored quantization techniques as a
complementary approach. Quantization (Gray and
Neuhoff, 1998) reduces the numerical precision of
model parameters, offering additional size reduc-
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tions while maintaining competitive performance
(Zhu et al., 2024b). We systematically evaluated
the combined effects of layer compression and
quantization to understand their complementary
potential for model size reduction.

3.4 In-context Learning

We investigated the effectiveness of in-context
learning (ICL) to enhance the performance of
compressed models across different prompting
strategies. We explored three distinct setups: zero-
shot translation, where we provided no examples;
static few-shot learning, using a fixed set of trans-
lation examples; and retrieval augmented genera-
tion (RAG), using a dynamic similarity-based re-
trieval where we selected examples based on their
relevance to the input sentence. This analysis al-
lowed us to understand how compressed models
respond to different contextual information and
whether in-context learning can compensate for
performance degradation from compression.

Dataset name Total Size Samples

CES-DEU

Statmt-news_commentary-18.1 244,831 244,831
OPUS-neulab_tedtalks-v1 96,738 96,738
OPUS-ted2020-v1 153,227 153,227
OPUS-opensubtitles-v2024 36,408,370 168,401
OPUS-dgt-v4 3,048,670 168,401
OPUS-europarl-v8 568,589 168,402
Total 1,000,000
ENG-ARA

OPUS-globalvoices-v2018q4 59,196 59,196
Statmt-news_commentary-18.1 193,671 193,671
Statmt-tedtalks-2_clean 341,887 149,426
OPUS-ted2020-v1 403,716 149,426
OPUS-ged-v2.0a 500,898 149,426
OPUS-opensubtitles-v2024 87,893,568 149,426
OPUS-multiun-v1 9,759,125 149,429
Total 1,000,000
JPN-ZHO

Statmt-news_commentary-18.1 1,625 1,625
OPUS-ted2020-v1 15,982 15,982
Neulab-tedtalks_train-1 5,159 5,159
KECL-paracrawl-2wmt24 4,602,328 488,617
OPUS-opensubtitles-v2024 1,267,153 488,617
Total 1,000,000

Table 1: Dataset statistics for WMT 2025 Model Com-
pression shared task training data. Total Size indicates
the original dataset sizes, while Samples indicates the
actual number of translation pairs used post-training.



Language Pair Dataset Samples
CES-DEU newstests2019 (WMT 2024) 1,997
ENG-ARA wmttest2024 (WMT 2024) 721
JPN-ZHO WMT24++ (Deutsch et al., 2025) 998

Table 2: Test set statistics in terms of number of sen-
tence pairs.

4 Experimental Setup
4.1 Models

Following the requirements of the constrained
track of the shared task, we used the Aya Expanse
8B model as our foundation. This instruction-
tuned model served both as our starting point for
compression and as the primary baseline for per-
formance comparison. We preserved the capabili-
ties of the original model by not applying any ad-
ditional training or modification to the base model
prior to compression.

4.2 Corpora

Following the constrained track requirements, we
sourced all training data from the WMT 2025
MT task data releases'. Our data selection strat-
egy leveraged the available parallel corpora for
each language pair, sampling from diverse sources
of varying quality and domains. We arbitrarily
selected one million translation instruction pairs
per language combination as a compromise be-
tween coverage and reducing post-training com-
putational time.

We provide a detailed breakdown of the original
and sampled datasets in Table 1. Our training data
consisted of one million translation instruction
pairs for each of the three language pairs (Czech-
German, English-Arabic, and Japanese-Chinese),
yielding a total of 3 million translation instruc-
tions. We detail the specific instruction template
used for translation post-training in Appendix B.

For evaluation, we selected test sets based on
data released for WMT 2024°. Table 2 reports the
number of translation pairs for each language pair
and test set.

4.3 Compression

For the evolutionary search process, we used 16
randomly selected sentences from the monolin-
gual portion of ParaCrawl for each target lan-
guage, resulting in a total of 96 sentences as cali-

Uhttps://www2.statmt.org/wmt25/mtdata/
*https://data.statmt.org/wmt24/

bration data. We executed GeLaCo with the same
configuration parameters as defined in the original
work, running for 10,000 evolutionary steps with a
single compression objective for each target ratio.

Using GeLaCo, we compressed the original 32-
layer, 8-billion parameter model at three levels:
0.25 compression yielded 24 layers and approxi-
mately 6.2 billion parameters; 0.50 compression
resulted in 16 layers and 4.5 billion parameters;
and 0.75 compression produced 8 layers and 2.8
billion parameters.

For quantization, we employed the bitsandbytes
library® to generate 8-bit and 4-bit with double
quantization variants, providing additional com-
pression beyond the structural layer reduction.

4.4 Post-training

We leveraged the 3 million translation instruc-
tions to perform both Supervised Fine-Tuning and
Generalized Knowledge Distillation on the com-
pressed models. For computational efficiency,
we conducted all training using DeepSpeed with
ZeRO Stage 3 optimization (Rajbhandari et al.,
2020).

Due to the substantial computational require-
ments of GKD, we applied this technique exclu-
sively to our smallest compressed model (0.75
compression ratio), while SFT was performed
across all compression levels. The detailed hy-
perparameters for both SFT and GKD training, as
well as the DeepSpeed ZeRO configuration, are
provided in Appendix C.

4.5 Inference

We used vLLM (Kwon et al., 2023) for efficient
inference across all experiments. For few-shot
learning, we used 5 examples per evaluation. In
the static few-shot setup, we randomly selected
5 translation instructions for each language pair
from the training set. For dynamic few-shot learn-
ing, we performed BM25 retrieval over a sub-
set of 10,000 training instances per language, se-
lecting the 5 most similar translations to each
source sentence. For retrieval, we used the Okapi
BM25 implementation from Rank-BM25%, con-
figured with a minimum token length of 4 char-
acters and whitespace tokenization.

3https://github.com/bitsandbytes-foundation/bitsandbytes
*https://github.com/dorianbrown/rank_bm25
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Method Size (GiB) Inference Time (s) CES-DEU ENG-ARA JPN-ZHO
chrF COMET chrF COMET chrF COMET
Zero-shot  88.67 54.1 0.8476 39.6 0.7699 23.5 0.8142
aya-expanse-8b 1496  Few-shot  60.32 53.7 0.8458 39.2  0.7709 22,5  0.8140
RAG 619.14 535 0.8461 395 0.7721 23.0 0.8117
Zero-shot  78.36 51.2  0.8304 33.7  0.7327 17.8  0.7611
GeLaCo 0.25 - SFT 11.71  Few-shot  83.24 51.2  0.8293 345 0.7300 18.0 0.7622
RAG 616.42 51.3  0.8289 33.8 0.7200 17.7  0.7612
Zero-shot  73.61 483  0.7964 304 0.7105 13.0 0.7039
GeLaCo 0.50 - SFT 8.46 Few-shot  66.74 48.1  0.7964 29.5 0.6976 12.3  0.69597
RAG 641.88 48.2  0.7967 29.6  0.6945 120 0.6942
Zero-shot  62.98 40.7 0.6578 19.5 0.588 5.1  0.5499
GeLaCo 0.75 - SFT 5.21 Few-shot  62.97 420 0.6612 189 0.5788 5.5 0.556
RAG 588.99 40.2  0.6563 19.1  0.5797 52  0.5556
Zero-shot  49.79 50.3  0.7799 320 0.6964 16.7  0.7178
GeLaCo 0.75 - GKD 5.21 Few-shot  53.14 145  0.3662 930 04271 1.3 0.4006
RAG 440.86 134 0.3930 59 04377 1.2 0.3911

Table 3: Translation performance comparison across compression ratios. Results show chrF and COMET scores
for zero-shot, few-shot, and RAG inference approaches across all three language pairs. SFT indicates fine-tuning
and GKD indicates Generalized Knowledge Distillation post-training.

4.6 Evaluation

We evaluated translation quality using chrF
(Popovi¢, 2015) and COMET (Rei et al., 2020)
with the Unbabel/wmt22-comet-da model’. For
model size measurements, we report the VRAM
usage during vLLM inference.

For inference speed evaluation, we report tim-
ing measurements computed using a batch size
of 4,096, using bfloatl6 precision for the non-
quantized models. To ensure consistent timing
comparisons, we excluded model loading times
from our reported measurements due to the high
variability and inconsistency that we observed dur-
ing this phase and conducted 5 runs for each mea-
surement to reduce variability and report the aver-
age results.

4.7 Hardware

For the GeLaCo compression process and infer-
ence experiments, we used a single NVIDIA L40
GPU with 48GB of vVRAM. For post-training we
used 4 NVIDIA H100 GPUs with 80GB of vVRAM
each for both SFT and GKD.

5 Results

We present our experimental results analyzing the
impact of compression ratios, post-training ap-
proaches, and quantization on translation quality,

>https://huggingface.co/Unbabel/wmt22-comet-da
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model size, and inference speed.

5.1 Compression and Post-training

Table 3 presents the results for our baseline Aya
Expanse 8B model and the compressed variants at
compression ratios of 0.25, 0.50, and 0.75, along
with their corresponding inference times for pro-
cessing all three test sets. The results demonstrate
the expected trade-off between model compres-
sion and translation quality across all evaluation
settings.

As expected, model performance degrades pro-
gressively with increased compression levels, even
after fine-tuning recovery. This pattern of declin-
ing performance with higher compression ratios is
consistent across all language pairs and evaluation
metrics. A notable result is that GKD demon-
strates superior performance recovery compared
to fine-tuning. For zero-shot translation, GKD at
0.75 compression shows improvements of +2.0,
+1.6, and +3.7 chrF points for CES-DEU, ENG-
ARA, and JPN-ZHO respectively compared to the
0.50 SFT model, while also showing an improve-
ment of +1.4 COMET points in JPN-ZHO.

In-context Learning. Regarding in-context
learning strategies, both static few-shot sampling
and dynamic similarity-based retrieval yield
results comparable to the zero-shot approach
for the SFT models. However, the GKD-trained
model presents a different behaviour, where ICL



Method Quant. Size (GiB) CES-DEU ENG-ARA JPN-ZHO
chrF COMET chrF COMET chrF COMET

- 14.96 541 0.8476  39.6 0.7699 235 0.8142

aya-expanse-8b Q8 8.46 542 0.8479 395 0.7661 235 0.8111
Q4 531 539 0.8452 389 0.7661 228 0.8116

- 11.71 512 0.8304 337 0.7327 17.8 0.7611

GeLaCo 0.25-SFT Q8 6.83 51,5 0.8318 337 07324 178 0.7606
Q4 4.47 503 0.8242 321 0.7193 164 0.7477

- 8.46 483 07964 304 0.7105 13.0 0.7039

GeLaCo 0.50 - SFT Q8 521 482 07951 308 0.7125 12.7  0.6980
Q4 3.63 465 07813 277 0.6878 123  0.6886

- 521 407 0.6578  19.5  0.588 51 0.5499

GeLaCo 0.75-SFT Q8 3.58 403 06514  19.0 0.5782 49  0.5476
Q4 2.79 353 0.6066 169 0.5491 45  0.5276

- 5.21 503  0.7799 320 0.6964 167 0.7178

GeLaCo 0.75-GKD Q8 3.58 498 07789 325 0.6968  16.6 0.7204
Q4 2.79 497 07756  31.1 06884 16.6 0.7174

Table 4: Impact of quantization on compressed model performance. Results compare 8-bit (Q8) and 4-bit (Q4)
quantization using zero-shot translation across all language pairs.

methods fail dramatically. The GKD model’s
few-shot performance drops drastically across
all language pairs, from 50.3 to 14.5 chrF for
CES-DEU, 32.0 to 9.3 for ENG-ARA, and 16.7
to 1.3 for JPN-ZHO. Future work should address
the drastic loss of in-context learning capabilities
in GKD-trained models.

While we observe the expected reduction in
processing time with model compression, from
88.67 seconds for the baseline to 49.79 seconds
for the 0.75 GKD model in zero-shot setting, tim-
ing measurements showed unexpected variations
where few-shot inference was occasionally faster
than zero-shot despite the longer context, reflect-
ing the inherent difficulties in timing measure-
ments. Nevertheless, the computational overhead
of the RAG approach consistently requires an or-
der of magnitude more time, primarily due to the
retrieval process overhead rather than the transla-
tion itself.

5.2 Quantization Results

Table 4 presents the results of applying quantiza-
tion techniques to the GeLaCo compressed mod-
els, examining the effects of 8-bit and 4-bit quan-
tization on model size and translation performance
in a zero-shot setting.®

Across all GeLaCo variants, 8-bit quantization
(Q8) reduces model sizes by approximately 42%

SComplete quantization results including few-shot and
RAG are provided in Appendix A
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while maintaining stable translation performance.
For the 0.25 compressed model, Q8 reduces the
size from 11.71 GiB to 6.83 GiB with minimal
quality impact. The 0.50 compressed model fol-
lows a similar pattern, achieving a size reduction
from 8.46 GiB to 5.21 GiB with marginal quality
variations across language pairs. The 0.75 models
also benefit from Q8 quantization, with both SFT
and GKD variants reducing from 5.21 GiB to 3.58
GiB while preserving competitive performance.

4-bit quantization (Q4) enables more aggres-
sive compression but introduces more noticeable
quality degradation. For the 0.25 compressed
model, Q4 reduces the size to 4.47 GiB while
incurring chrF drops of 0.9, 1.6, and 1.4 points
for CES-DEU, ENG-ARA, and JPN-ZHO respec-
tively. This pattern intensifies with higher com-
pression ratios, where the 0.75 SFT model with Q4
shows significant performance drops, particularly
evident in the chrF scores falling to 35.3, 16.9, and
45.

A notable result emerges with the GKD vari-
ant, which demonstrates superior robustness to
quantization. The 0.75 GKD model maintains
competitive performance even with aggressive Q4
quantization, achieving chrF scores of 49.7, 31.1,
and 16.6, substantially outperforming the corre-
sponding SFT variant under the same quantization
settings. The combination of layer compression
and quantization enables the creation of extremely
compact models, with the 0.75 GKD model reach-



ing 2.79 GiB with Q4, representing an 81% re-
duction from the original baseline while retaining
reasonable translation capabilities.

Given that quantization produces only marginal
quality degradation while achieving substantial
size reductions across all compression levels, we
selected each of the Q8 and Q4 variants as our final
submissions to the shared task. Specifically, we
submitted the 0.25, 0.50, 0.75 SFT models and the
0.75 GKD model unquantized, Q8 and Q4 vari-
ants, with the 0.75 GKD Q4 model being desig-
nated as our primary submission due to its optimal
balance of compression efficiency and translation
quality preservation.

6 Conclusions

This work presented our approach to the WMT
2025 Model Compression shared task, focus-
ing on compressing the Aya Expanse 8B model
for machine translation across Czech-German,
English-Arabic, and Japanese-Chinese language
pairs within the constrained setting of the task.
We employed GeLaCo, an evolutionary algorithm
for layer collapse operations, combined with post-
training techniques and quantization, to achieve
substantial model size reduction while maintain-
ing competitive translation performance.

Our experimental results demonstrated that
compressed models can be successfully recovered
through targeted post-training techniques. Gener-
alized Knowledge Distillation consistently outper-
formed traditional fine-tuning for performance re-
covery across all three language pairs at the 0.75
compression ratio where it was applied. The com-
bination of layer compression with 4-bit quanti-
zation achieved an 81% reduction in model size
(from 14.96 GiB to 2.79 GiB) while preserving
reasonable translation quality, making such mod-
els viable for resource-constrained scenarios.
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A Full Results

CES-DEU ENG-ARA JPN-ZHO
chrF COMET chrF COMET chrF COMET

Zero-shot  54.1 0.8476 39.6  0.7699 235 08142
aya-expanse-8b 14.96  Few-shot 53.7 0.8458 39.2  0.7709 22,5 0.8140
RAG 53.5 0.8461 39.5 0.7721 23.0 0.8117

Zero-shot  51.2  0.8304 33.7 0.7327 17.8  0.7611
GeLaCo 0.25 - SFT 11.71 Few-shot  51.2  0.8293 345 0.7300 18.0 0.7622
RAG 51.3  0.8289 33.8  0.7200 17.7  0.7612

- Zero-shot 483  0.7964 304 0.7105 13.0  0.7039
GeLaCo 0.50 - SFT 8.46 Few-shot ~ 48.1 0.7964 29.5 0.6976 12.3  0.69597
RAG 482 0.7967 29.6  0.6945 12.0  0.6942

Zero-shot  40.7  0.6578 19.5  0.588 5.1 0.5499
GeLaCo 0.75 - SFT 5.21 Few-shot ~ 42.0 0.6612 189 0.5788 5.5 0.556
RAG 402 0.6563 19.1  0.5797 52  0.5556

Zero-shot ~ 50.3  0.7799 32.0 0.6964 16.7 0.7178
GeLaCo 0.75 - GKD 5.21 Few-shot 145  0.3662 9.30 0.4271 1.3 0.4006

Quant. Method Size (GiB) Inference

RAG 13.4  0.3930 59 04377 1.2 0.3911
Zero-shot 542 0.8479 39.5  0.7661 235 0.8111
aya-expanse-8b 1496  Few-shot 53.9 0.8472 39.3  0.7682 22,5 0.8153
RAG 53.7 0.8466 394 0.7713 229 0.8113

Zero-shot  51.5 0.8318 337 0.7324 17.8  0.7606
GeLaCo 0.25 - SFT 11.71 Few-shot 515 0.8316 34.6  0.7304 18.1  0.7641

RAG 514 0.8299 332 0.7205 18.0 0.7616

Q8 Zero-shot 482  0.7951 30.8  0.7125 12.7  0.6980
GeLaCo 0.50 - SFT 8.46 Few-shot ~ 48.6  0.7953 29.7  0.6983 124 0.6925

RAG 489 0.7976 29.8  0.6928 122 0.6968

Zero-shot  40.3  0.6514 19.0 0.5782 49 0.5476
GeLaCo 0.75 - SFT 5.21 Few-shot ~ 39.8 0.6516 17.6  0.5678 54 0.5546

RAG 40.3  0.6537 17.3  0.5692 50 0.5472
Zero-shot  49.8 0.7789 325  0.6968 16.6  0.7204
GeLaCo 0.75 - GKD 5.21 Few-shot 142 0.3732 10.1  0.4374 1.4 0.4049
RAG 13.0 0.3923 6.1 04378 1.3 03948
Zero-shot 539  0.8452 38.9 0.7661 22.8 0.8116
aya-expanse-8b 1496  Few-shot 53.2  0.8431 39.1 0.7681 21.7 0.8140
RAG 532  0.8425 39.1  0.7685 224 0.8076

Zero-shot ~ 50.3  0.8242 32.1  0.7193 16.4  0.7477
GeLaCo 0.25 - SFT 11.71  Few-shot 50.3  0.8239 327  0.7155 16.7  0.7477

RAG 504 0.8238 31.6 0.7076 16.6  0.7496

Q4 Zero-shot  46.5 0.7813 27.7  0.6878 12.3  0.6886
GeLaCo 0.50 - SFT 8.46 Few-shot ~ 47.3  0.7807 28.8  0.6801 124 0.6845

RAG 474 0.7831 27.8 0.6733 12.5  0.6861

Zero-shot 353  0.6066 16.9 0.5491 45  0.5276
GeLaCo 0.75 - SFT 5.21 Few-shot 37.0 0.6164 16.9 0.5571 45 0.5311
RAG 373 0.6196 16.6  0.552 45 0.5353

Zero-shot  49.7  0.7756 31.1 0.6884 16.6  0.7174
GeLaCo 0.75 - GKD 5.21 Few-shot 129 0.3767 9.9 0.3931 1.4 0.4009
RAG 12.3  0.3874 59 04277 1.4 0.3949

Table 5: Complete experimental results across all models, quantization settings, and inference approaches.

B Translation Instruction Template

The following template illustrates the format used for translation instructions. At inference time, only
the user message is provided to the model. The instruction prompt and language names are always
specified in English. In the template, SOURCE_LANGUAGE and TARGET_LANGUAGE represent
the English names of the source and target languages (e.g., "Czech", "German", "English", "Arabic",
"Japanese", or "Chinese"), INPUT_SENTENCE contains the text to be translated in the source language,
and TARGET_SENTENCE contains the corresponding translation in the target language.
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Instruction Template

"messages": [
{
"role": "user",
"content": "Translate from SOURCE_LANGUAGE to TARGET_LANGUAGE:\nINPUT_SENTENCE"
}l

"role": "assistant",
"content": "TARGET_SENTENCE"

C Training Hyperparameters

For both supervised fine-tuning and generalized knowledge distillation, we employed the SFTTrainer
and GKDTrainer implementations from the TRL library. All training was conducted using DeepSpeed
with ZeRO Stage 3 optimization for efficient memory management across multiple GPUs. The specific
hyperparameters used for each training approach are detailed below.

SFT Training Hyperparameters

—-learning_rate 2.0e-5
--num_train_epochs 3

——-packing
—--per_device_train_batch_size 8
——gradient_accumulation_steps 4
——gradient_checkpointing

—-bfl6 True

GKD Training Hyperparameters

--learning_rate 2.0e-5
——per_device_train_batch_size 4
-—gradient_accumulation_steps 8
——bfl6 True

--logging_steps 25

DeepSpeed ZeRO Configuration

| \

compute_environment: LOCAL_MACHINE

debug: false

deepspeed_config:
deepspeed_multinode_launcher: standard
offload_optimizer_device: none
offload_param_device: none
zero3_init_flag: true
zero3_save_l6bit_model: true
zero_stage: 3

distributed_type: DEEPSPEED

downcast_bfl6: ’'no’

machine_rank: 0

main_training_function: main

mixed_precision: bflé6

num_machines: 1

num_processes: 8

rdzv_backend: static

same_network: true

tpu_env: []

tpu_use_cluster: false

tpu_use_sudo: false

use_cpu: false

https://huggingface.co/docs/trl/index
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