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Abstract

Southern Uzbek (uzs) is a Turkic language
variety spoken by around 5 million people
in Afghanistan and differs significantly from
Northern Uzbek (uzn) in phonology, lexicon,
and orthography. Despite the large number of
speakers, Southern Uzbek is underrepresented
in natural language processing. We present new
resources for Southern Uzbek machine transla-
tion, including a 997-sentence FLORES+ dev
set, 39,994 parallel sentences from dictionary,
literary, and web sources, and a fine-tuned
NLLB-200 model (lutfiy). We also propose
a post-processing method for restoring Arabic-
script half-space characters, which improves
handling of morphological boundaries. All
datasets, models, and tools are released pub-
licly to support future work on Southern Uzbek
and other low-resource languages.

1 Introduction

The Southern Uzbek language, spoken by ap-
proximately 5 million Uzbeks residing across 14
provinces of Afghanistan, represents a distinct lin-
guistic variety that has developed independently
from Northern Uzbek over centuries (Ethnologue,
2025a). Uzbek as a whole is classified as a
macrolanguage according to ISO 639-3 standards,
encompassing multiple related varieties includ-
ing Northern Uzbek (uzn) spoken primarily in
Uzbekistan, and Southern Uzbek (uzs) prevalent in
Afghanistan (Ethnologue, 2025b).

This macrolanguage classification recognizes the
significant linguistic diversity within the broader
Uzbek language family, where individual vari-
eties have developed distinct phonological, lexi-
cal, and grammatical features due to geographical
separation and contact with other languages. As
part of the global Uzbek population exceeding 34
million people, Southern Uzbek is recognized in
Afghanistan’s Constitution as a potential third offi-
cial language in regions where it is the majority lan-

guage, in addition to Pashto and Dari. (Afghanistan,
2004)

Southern Uzbek functions as a fully developed
literary language that meets the demands of liter-
ature, art, culture, and science. It maintains ac-
tive presence across multiple domains including
technology, education, diplomacy, banking, and
commerce. The language is taught in Southern
Uzbek departments at seven national universities in
Afghanistan and serves as the medium of instruc-
tion in 970 schools distributed across provinces: 9
schools in Badakhshan, 80 in Balkh, 450 in Faryab,
50 in Samangan, 300 in Sar-e-Pol, and 80 in Takhar.
(Olim Labib, 2020)

International media outlets including BBC, Ra-
dio Free Europe/Radio Liberty (Ozodlik), Voice
of America, Voice of Iran, TRT Avaz, and Sputnik
actively broadcast in Southern Uzbek, alongside
Afghan media channels such as Oyna, Botur, Al-
mas, Orzu, Nur, Oriano, Kalid, and National Radio
and Television. The language maintains expanding
digital presence across major online platforms in-
cluding Wikipedia, Google, Facebook, and other
social networks.

Despite this linguistic vitality, Southern Uzbek
remains underrepresented in natural language pro-
cessing technologies. Major translation platforms
like Google Translate (Google, 2025) currently pro-
vide limited or no support for this language variety,
highlighting the critical need for dedicated com-
putational resources. As a low-resource language
with unique characteristics distinct from Northern
Uzbek, Southern Uzbek presents significant chal-
lenges for machine translation systems.

This study, conducted as part of the Open Lan-
guage Data Initiative (OLDI) shared task, addresses
these challenges by developing specialized neural
machine translation models for Southern Uzbek.
Our contributions parallel recent advances in low-
resource language processing and include:

1. A FLORES+ dev dataset translated to South-
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ern Uzbek containing 997 sentences

2. Parallel corpora for various language pairs
with Southern Uzbek

3. Open-sourced fine-tuned neural models for
Southern Uzbek translation

4. Comprehensive evaluation against existing
baselines

Our research aims to advance machine transla-
tion capabilities for Southern Uzbek, contributing
to the larger OLDI objective of expanding linguistic
diversity in NLP technologies for underrepresented
language varieties.

2 Linguistic Background

2.1 Historical Development

Southern Uzbek belongs to the Turkic language
family, specifically derived from the Karluk-Chigil-
Uyghur dialectal group with partial influences from
the Kipchak and Oghuz branches. The language
represents the contemporary form of a literary tra-
dition spanning over a millennium, with histori-
cal continuity traceable through classical poets in-
cluding Khwarizmi, Lutfi, Atayi, Sakkaki, Navoi,
Babur, lutfiy, and Ogahi. Notably, while these
historical figures did not identify themselves as
“Uzbek”, they wrote in a language that forms the
foundation of modern Southern Uzbek, demonstrat-
ing the language’s independent development into a
mature linguistic system. (Habibi Aral, 2021)
Historically, Southern Uzbek served as the ad-
ministrative and literary language for major dynas-
ties including the Yaftids, Kushans, Ghaznavids,
Seljuks, Timurids, and Mughals, who governed
territories across Afghanistan and India for cen-
turies using this language and established profound
cultural legacies. (Tursunov and O ‘rinboyev, 1982)

2.2  Writing System

Southern Uzbek employs the Arabic script, which
has served as the official writing system for Afghan
languages for over a thousand years. This ortho-
graphic system presents unique challenges and
characteristics that distinguish it from Latin-based
Northern Uzbek.

The Arabic-based script includes only three
vowel letters: | (a/o), 4 (u/0°), and s (i/y). This
limited vowel representation often misleads learn-
ers into believing that Uzbek contains only three

vowel sounds. However, vowel quality distinctions
become evident in minimal pairs such as shown in
Figure 1.

kuz (autumn) (555)

yel (wind) (Jx)
qurol (weapon) (J1,58)

ko‘z (eye) (55

yil (year) (J=)
maral (deer) (Js,»)

Figure 1: Vowel differences in Southern Uzbek

Standard Uzbek contains six primary vowels
(with additional dialectal variants), yet the Arabic
script lacks direct representation for half of them.
These vowels require indication through diacritical
marks (fatha, damma, kasra), which are frequently
omitted in practical writing, thereby complicating
accurate reading and pronunciation.

Additional complexity arises from the dual func-
tionality of certain letters. The Arabic letter o (h)
functions both as vowel and consonant. Similarly,
letters g and ¢ (waw and ya) serve dual roles as
vowels and consonants (“v” and “y”’) depending on
context as illustrated in Figure 2.

Uzbek Southern | Uzbek Northern | Sound
Letter » (h) dual roles

§3 ko bildiradi /a/

o havas /h/
Letter 5 (waw) dual roles

b vatan v/

BT tuz fu/
Letter s (ya) dual roles

sb boy Iyl

L fil /il

Figure 2: Dual letters in Southern Uzbek

Southern Uzbek | Northern Uzbek | Meaning
Examples with suffix “-chi”
e E P choyxonachi teahouse keeper
sz los! adabiyotchi writer
Compound words and prefixes
S yiS—g betashvish carefree
St noinsof dishonest

Figure 3: Examples of standardized Southern Uzbek
Arabic-script orthography showing mandatory half-
space (zero-width non-joiner, U+200C) placement. Red
marks indicate the location of half-spaces in suffixation
after vowel-final stems and in prefix attachment.

Arabic and Persian loanwords maintain their
original orthographic forms, typically without
vowel markings.
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2.3 Morphological Structure

Southern Uzbek exhibits rich agglutinative mor-
phology characteristic of Turkic languages. The
language employs extensive suffixation systems
that can be classified into various functional cate-
gories:

* Nominalizers (noun-forming suffixes)

* Adjectival suffixes

* Verb formers

* Tense and aspect markers

¢ Other functional and derivational affixes

Standardized orthographic rules govern affix at-
tachment in Southern Uzbek Arabic script. A
fundamental principle distinguishes between suf-
fixes attached to vowel-final versus consonant-final
stems ( -chi, -chilik, -lik, -1i, etc.).

These suffixes require half-space (also known
as zero-width non-joiner, U+200C, also found in
Farsi) separation when attached to stems ending in
vowels (represented by Arabic letters o, g, ), while
connecting directly to consonant-final stems.

Southern Uzbek also employs prefixes, com-
monly found in Persian or Arabic loanwords, for
forming adjectives or adverbs. These prefixes (be-,
no-, xo‘sh-, ser-, ba-, ham-, bad-) are written with
half-space separation, as shown in Figure 3.

2.4 Contemporary Status and Challenges

Despite its historical significance, Southern Uzbek
has faced political marginalization over the past
three centuries, with Turkic peoples in Afghanistan
being sidelined in governance and education.
Progress began in the 1970s when Uzbek par-
liamentary representatives secured broadcasting
rights on Afghan national radio. The 1978 rise of
the People’s Democratic Party marked further ad-
vancement with the publication of the Yulduz news-
paper in Southern Uzbek, establishment of Uzbek
Language and Literature departments, and expan-
sion of Uzbek-medium education. (Aral, 2025)

The 2001 democratic reforms in Afghanistan
formally granted Southern Uzbek official status,
recognizing its role in Afghan multilingual society.
However, challenges remain in standardizing or-
thographic practices and developing computational
resources for this linguistically rich but technologi-
cally underrepresented variety.

3 Related Work

Machine translation for low-resource languages
has gained significant attention, with researchers
exploring various approaches from data augmenta-
tion to multilingual transfer learning. Dale (2022)
developed the first neural MT system for Erzya, a
low-resource Uralic language, demonstrating how
extensive data mining from diverse sources (Bible
texts, dictionaries, digitized books) can yield func-
tional translation systems despite limited parallel
data. Similarly, P M et al. (2024) focused on low-
resource Indic languages by fine-tuning multilin-
gual models and employing back-translation with
careful quality filtering, showing that selective data
augmentation can improve performance when syn-
thetic data is judiciously filtered.

Goyle et al. (2023) systematically evaluated
strategies for compensating data scarcity in lan-
guages like Sinhala, Nepali, Khmer, and Pashto.
They found that combining back-translation with
focal loss yields substantial improvements, particu-
larly when leveraging large monolingual corpora
and transfer learning from related high-resource
languages.

Recent advances in large language models have
also shown promise for low-resource translation
tasks. Commercial LLMs like GPT-4 and Claude
demonstrate multilingual capabilities that extend
to languages not explicitly included in their train-
ing data, offering competitive performance through
few-shot learning approaches.

Despite these advances, Southern Uzbek remains
largely unexplored in computational linguistics.
While Northern Uzbek has received some attention
in multilingual models like NLLB (NLLB Team
et al., 2022) and MADLAD-400 (Kudugunta et al.,
2024), the Southern Uzbek has been left behind.
Our work represents the first dedicated effort to
develop neural translation resources for this variety
of Uzbek.

4 Datasets

4.1 FLORES+ Dev Dataset

This study introduces the Southern Uzbek FLO-
RES+ dev dataset, comprising 997 sentences trans-
lated from English to Southern Uzbek (see Figure
4).

The dataset was developed under the Open Lan-
guage Data Initiative (OLDI) framework. One
native Southern Uzbek linguist was responsible
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English The aircraft had been headed to Irkutsk and was being operated by interior troops.
Northern Uzbek | Samolyot Irkutsk tomon yo‘l olgan va ichki qo‘shinlar tomonidan boshqarilayotgan edi.
Southern Uzbek 8 Kb il pusleb s ool 5 (SN U3 obl s sS,0 5l

Figure 4: Example from the FLORES+ dataset in English, Northern Uzbek and Southern Uzbek.

for the translation process, with subsequent post-
review process to ensure linguistic accuracy and
cultural appropriateness. All Southern Uzbek trans-
lations strictly adhere to the Arabic script ortho-
graphic conventions, including proper implemen-
tation of half-space characters (U+200C) for mor-
phological boundaries as described in Section 2.3.

Given the complexity of Arabic script represen-
tation and the morphologically rich nature of South-
ern Uzbek, particular attention was paid to main-
taining consistent orthographic standards through-
out the translation process. The translation process
followed standardized conventions for affix attach-
ment, vowel representation, and proper handling of
Arabic and Persian loanwords within the Southern
Uzbek linguistic system.

4.2 Training Data

The training dataset comprises diverse parallel cor-
pora sourced from three primary domains, total-
ing 39,994 sentence pairs across multiple language
combinations:

1. Dictionary Entries (1,550 pairs): Parallel
dictionary entries mapping Northern Uzbek
to Southern Uzbek lexical items (Aral, 2024).
These entries provide direct lexical correspon-
dences and serve as high-quality alignment
data for closely related language varieties.

2. Literary Corpus (35,865 pairs): Parallel sen-
tences extracted through careful alignment
from 27 selected books available in both
Northern and Southern Uzbek variants. This
corpus represents the largest component of
our training data and captures literary register
variations, complex syntactic structures, and
cultural terminology.

3. Web-sourced Content (2,579 pairs): Parallel
sentences of English-Southern Uzbek mined
from official government websites and reliable
online resources. This component provides
contemporary usage patterns and domain-
specific terminology from governmental and
institutional contexts.

4.3 Data Mining Process

The sentence alignment process presented unique
challenges due to Southern Uzbek’s underrepresen-
tation in existing multilingual models. Our align-
ment methodology employed a two-stage approach
to maximize extraction efficiency.

For literary corpus alignment, we initially ap-
plied LaBSE embeddings (Feng et al., 2020) di-
rectly to the original Arabic script texts. While
LaBSE does not include Southern Uzbek in its
training data, the model demonstrated limited align-
ment capability, likely due to shared vocabulary
with other Turkic languages in the embedding
space.

To improve alignment quality, we implemented a
transliteration-based enhancement strategy. South-
ern Uzbek texts were transliterated from Arabic to
Latin script using rule-based conversion scripts',
which enabled more effective cross-lingual em-
bedding alignment. This transliteration approach
yielded a 40% more successfully aligned sentence
pairs compared to direct Arabic script processing.

The sentence alignment methodology follows
established practices from low-resource language
processing (Dale, 2022). We utilize LaBSE to gen-
erate embeddings for each potential sentence pair,
calculate cosine similarity between embeddings,
and adjust similarity scores using length ratios.

For web-sourced English-Southern Uzbek data,
we employed a reverse translation verification ap-
proach. Southern Uzbek sentences were translated
to English using Gemini-2.0-Flash, followed by
LaBSE-based alignment between original English
content and back-translated English. This pro-
cess underwent manual review to ensure translation
quality and semantic fidelity.

A notable preprocessing challenge emerged re-
garding half-space character consistency. Due to
OCR limitations and editorial inconsistencies in
source materials, half-space characters (U+200C)
were frequently omitted, incorrectly rendered as
full spaces, or merged with adjacent characters.
While this issue complicates training data quality,
we address it through post-processing correction

1https: //github.com/tahrirchi/uzs-scripts
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Model uzs-en uzs-uzn eng-uzs uzn-uzs
gpt-4.1 2490/53.42 2.634/3.657 048/9.49 1.42/21.55
gemini-2.0-flash-001 32.81/58.80 62.45/73.67 1.59/24.47 6.96/41.11
claude-sonnet-4 22.25/51.46 59.18/83.63 0.68/15.38 2.62/28.85
nllb-200-600M 3.73/23.88  4.14/27.02 - -
Google Translate 9.56/33.58 5.13/33.19 - -
madlad400-3b-mt 2.95/23.26 0.19/1.41 - -
lutfiy (no half-space fix) 1.33/25.43 25.99/66.44
lutfiy (with half-space fix) 11.26/34.39  53.48/78.54 1.58/26.61 34.31/71.11

Table 1: Evaluation of several models on sacreBLEU/chrF++ across various language pairs involving English,

Northern Uzbek (uzn) and Southern Uzbek (uzs).

mechanisms described in Section 4.

5 Translation Experiments

5.1 Model Training

Our experimental framework employed the nllb-
200-distilled-600M model as the foundation for
Southern Uzbek machine translation development.
e maintained the original tokenizer configuration,
leveraging the model’s existing multilingual capa-
bilities for Turkic language processing.

5.1.1 Training Configuration

For the training process we employed the Adafac-
tor (Shazeer and Stern, 2018) optimizer paired with
a learning rate of 1 x 10~ following a constant
schedule and 1000 warmup steps. A weight decay
of 1 x 103 was applied, and the batch size was set
to 32 due to GPU memory constraints. The max-
imum sequence length was limited to 128 tokens,
and training was conducted for 5000 steps, corre-
sponding to approximately 2—3 epochs. All experi-
ments were run on a single A100 40GB GPU. The
Adafactor optimizer was chosen for its memory
efficiency and proven effectiveness in transformer
fine-tuning scenarios, while the conservative learn-
ing rate and weight decay values were selected
to mitigate overfitting given the small size of the
training dataset.

5.1.2 Model Variant

We fine-tuned nllb-200-distilled-600M (NLLB
Team et al., 2022) model on the complete 39,994
sentence pair corpus. Our model called lutfiy”
maintains the original NLLB tokenizer and vocabu-
lary, relying on existing Turkic language represen-
tations for Southern Uzbek processing.

2Lutfi, a 15th-century Central Asian poet

5.1.3 Half-Space Post-Processing

A critical technical challenge emerged regarding
the handling of half-space characters. The NLLB
SentencePiece (Kudo and Richardson, 2018) tok-
enizer normalizes half-space characters (U+200C)
to regular spaces during preprocessing, prevent-
ing the model from learning proper morphological
boundary representation. This problem affects not
only Southern Uzbek but also extends to other lan-
guages requiring half-space characters, including
Persian (Doostmohammadi et al., 2020).

To address this limitation, we developed a
character-level n-gram post-processing model that
predicts half-space insertion positions. The model
was trained on a small set of training data with cor-
rected half-space characters. It analyzes character
sequences and applies statistical rules to determine
whether half-spaces should follow specific vowel
endings in morphologically complex constructions.

This approach provides a practical solution to the
tokenizer normalization problem while maintaining
compatibility with existing NLLB infrastructure.
The post-processing correction mechanism is made
publicly available alongside our trained models>.

5.2 Evaluation Framework

Model performance was assessed using two widely
adopted metrics for translation tasks: sacreBLEU
(Post, 2018), a standardized BLEU implementation
that ensures consistent n-gram precision measure-
ment across experiments, and chrF++ (Popovié,
2017), a character-level F-score metric that is par-
ticularly well-suited for evaluating morphologically
rich languages such as Southern Uzbek. All results
are reported on the FLORES+ dev set, enabling
comparability with other low-resource language
initiatives under the OLDI framework.

3https: //huggingface.co/tahrirchi/lutfiy
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6 Results and Discussion

Our evaluation on the FLORES+ Southern Uzbek
dev set reveals several key insights into the per-
formance of various translation approaches. The
results, presented in Table 1, demonstrate signifi-
cant performance variations across different model
architectures and translation directions.

Notably, large language models exhibit supe-
rior performance in understanding Southern Uzbek
content, particularly in uzs-* directions. Gemini-
2.0-Flash achieves the highest scores for uzs-en
translation (32.81 BLEU/58.80 chrF++), while
Claude-Sonnet-4 excels in uzs-uzn translation qual-
ity (83.63 chrF++). This suggests that LLMs’ ex-
tensive multilingual pretraining enables effective
comprehension of low-resource language varieties,
even without explicit training on Southern Uzbek
data. In contrast, traditional MT systems like
Google Translate and specialized multilingual mod-
els (NLLB-200-600M, Mal.LLaD400) demonstrate
substantially lower performance, highlighting the
challenges these architectures face with underrep-
resented languages.

However, our fine-tuned lutfiy model demon-
strates clear advantages in generation tasks. For
translation into Southern Uzbek (uzn-uzs), our
model consistently outperforms all baselines,
achieving 34.31 BLEU/71.11 chrF++ for uzn-uzs
directions. This validates our approach of fine-
tuning on domain-specific parallel corpora, as the
model learns proper Southern Uzbek generation
patterns that generic LLMs cannot replicate effec-
tively.

The impact of our half-space post-processing
correction is particularly evident in the uzn-uzs
translation pair. While chrF++ scores show modest
improvements (from 66.44 to 71.11), BLEU scores
increase dramatically (from 25.99 to 34.31), repre-
senting a 32% relative improvement. This substan-
tial BLEU gain with stable chrF++ performance
indicates that the half-space correction primarily
addresses tokenization boundary issues rather than
fundamental translation errors. Since BLEU re-
lies on exact n-gram matches, incorrect half-space
placement can artificially deflate scores even when
the underlying translation quality remains high.

For the closely related uzs-uzn translation di-
rection, Gemini-2.0-Flash demonstrates excep-
tional generation capability (62.45 BLEU), signifi-
cantly outperforming our specialized model (53.48
BLEU). This suggests that LL.Ms may be particu-

larly effective at cross-dialectal translation within
the same language family, possibly due to their
ability to capture subtle linguistic variations during
pretraining.

These findings highlight complementary
strengths between LLMs and specialized fine-
tuned models: while LLMs excel at understanding
and translating from Southern Uzbek, targeted
fine-tuning proves essential for high-quality
generation into Southern Uzbek, particularly for
morphologically complex constructions requiring
proper orthographic conventions.

7 Conclusion

Our study presents the first comprehensive neural
machine translation resources for Southern Uzbek,
addressing a significant gap in computational lin-
guistics for this underrepresented Turkic variety.
Our key contributions include:

1. Creation of a 997-sentence FLORES+ dev
dataset for Southern Uzbek

2. Development of 39,994 parallel sentence pairs
across multiple language combinations (uzs-
uzn, uzs-en)

3. Fine-tuned NLLB-200 model (lutfiy) opti-
mized for Southern Uzbek translation

4. Post-processing methodology for Arabic
script half-space character restoration

5. Open-sourced datasets, models, and evalua-
tion tools

Future work will focus on expanding dataset cov-
erage through additional literary sources and gov-
ernment documents, exploring data augmentation
techniques using large language models, and devel-
oping more sophisticated orthographic normaliza-
tion approaches for Arabic script processing.

8 Limitations

Several limitations constrain our current approach.
The training dataset size of ~40K sentence pairs,
while substantial for a low-resource language, may
limit generalization across diverse domains. Our
heavy reliance on literary sources potentially bi-
ases the model toward formal registers, possibly
affecting performance on conversational or tech-
nical content. The half-space post-processing so-
lution, while effective, represents a workaround
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rather than addressing the underlying tokenizer
limitations. Additionally, our evaluation relies pri-
marily on automatic metrics, which may not fully
capture translation quality nuances for morphologi-
cally complex languages like Southern Uzbek. Hu-
man evaluation studies would provide more com-
prehensive quality assessment.
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