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Abstract

This paper describes the TartuNLP submission
to the Upper Sorbian (hsb) and Lower Sorbian
(dsb) tracks of the WMT25 LLMs with Lim-
ited Resources for Slavic Languages shared
task, which jointly targets machine translation
(MT) and question answering (QA). We de-
velop a single multilingual model based on
Qwen2.5-3B-Instruct by continuing pretrain-
ing on Sorbian monolingual and parallel data
together with general instruction datasets, com-
bining language acquisition and instruction-
following in a single step. The resulting model
delivers substantial improvements over the
baseline Qwen2.5-3B-Instruct model and
also achieves the highest ranking for both tasks
in the hsb and dsb shared task tracks.

1 Introduction

This paper presents an overview of the TartuNLP
systems developed for the WMT25 Limited Re-
source Slavic Languages shared task (Okabe et al.,
2025). This shared task aimed to create a single
large language model (LLM) capable of jointly
performing both machine translation (MT) and
question answering (QA) for less-resourced Slavic
languages. The participants of the shared tasks
were limited to using the Qwen2.5 model fam-
ily (Qwen Team, 2024) with a size constraint of
3B parameters. Our team participated in the Up-
per Sorbian (hsb) and Lower Sorbian (dsb) tracks,
both endangered languages spoken by only about
20,000-30,000 people in total (Moseley, 2007).
The taxonomy of Joshi et al. (2020) categorizes
both languages as category-1, the scraping-bys. We
focused on building a single model that supports
both tasks and languages simultaneously. This joint
objective introduces a specific challenge: while a
moderate amount of MT data exists for Sorbian,
there is no QA training data, requiring balancing
performance across both tasks.

DE-HSB HSB-QA final
Team chrF++ points acc  points points
TartuNLP  86.33 4 58.10 4 8
NRC 87.20 4 29.05 1 5
SDKM 75.73 2 55.24 3 5
baseline 13.88 1 42.86 2 3

Table 1: Upper Sorbian (hsb) rankings.

DE-DSB DSB-QA final
Team chrF++ points acc  points points
TartuNLP  78.20 4 57.56 4 8
NRC 78.24 4 32.20 1 5
SDKM 64.34 2 51.71 3 5
baseline 12.21 1 45.85 2 3

Table 2: Lower Sorbian (dsb) rankings.

Although one or both of the Sorbian languages
have been included in recent massively multilin-
gual models (Imani et al., 2023; Lin et al., 2024; Ji
et al., 2025b,a), to our knowledge, no prior work
has developed dedicated LLMs for Sorbian.

We build on recent work adapting LLMs to ex-
tremely low-resource languages through continued
pretraining and instruction tuning (Purason et al.,
2025; Etxaniz et al., 2024; Sainz et al., 2025). Our
approach follows Sainz et al. (2025), who demon-
strated for the Basque language that combining
language acquisition and instruction tuning in a
single step and starting from an instruction-tuned
model is beneficial. We also adopt this joint learn-
ing of instruction-following and language for an
instruction-tuned base model in our system.

We continually pretrain Qwen2.5-3B-Instruct
(Qwen Team, 2024) on a mix of monolingual
documents and sentences in hsb and dsb, gen-
eral instruction-following data (primarily in En-
glish), and Sorbian MT instructions. We supple-
ment the data provided by the organizers with
document-level texts from Fineweb-2 (Penedo
et al., 2025) and Wikipedia articles (Wikimedia
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Foundation). Our final model outperforms the base-
line Qwen2.5-3B-Instruct and also achieves the
highest rank in the shared task (see Tables 1 and 2).
We publish the final model on HuggingFacel.

2 Datasets

dsb (4x)

Inst (1x)

hsb (4x)

MTrey (1)

MT (4x)

Figure 1: Data mix for the final model (% of total
training tokens). The number of epochs for each dataset
is stated in parentheses. The resulting training set is
1.198B tokens.

Dataset Texts Words Chars
HSB

Sentence-level (WMT) 1.8M 252M  166.2M
Document-level 53.4K 13.1M 90.9M
- Fineweb-2 40.2K 12.1M 83.6M
- Wikipedia 13.2K 1.1M 7.3M
Total (dedup) 1.7M  359M 240.6M
DSB

Sentence-level (WMT) 170.5K 2.5M 15.3M
Document-level 9.5K 2.0M 13.9M
- Fineweb-2 6.3K 1.8M 12.2M
- Wikipedia 33K 249.5K 1.7M
Total (dedup) 169.8K 4.4M 28.4M

Table 3: Monolingual dataset statistics.

de-hsb  de-dsb dsb-hsb
636.3K 212.2K 62.6K

Sentence pairs

Table 4: The parallel data sentence pair counts.

Monolingual data (see Table 3). We used all of
the monolingual data provided by the organizers
for this year (Okabe et al., 2025) and the data from

lhuggin‘gface.co/taurtuNLP/QweHZ.5 -3B-Instruct-hsb-dsb

previous WMT Sorbian shared tasks (Fraser, 2020;
Libovicky and Fraser, 2021; Weller-Di Marco and
Fraser, 2022), which was sentence-level aligned.
Additionally, we used Upper and Lower Sorbian
Fineweb-2 (Penedo et al., 2025) documents and
Upper and Lower Sorbian Wikipedia documents
from the 2025 05 20 dump (Wikimedia Foundation)
extracted with WikiExtractor (Attardi, 2015). We
also experimented with using German Fineweb-2
(Penedo et al., 2025) documents for pretraining,
however, we did not use this data for training the
final submission model.

Parallel data (see Table 4). Our parallel data is
entirely from this and previous years’ shared tasks
(Fraser, 2020; Libovicky and Fraser, 2021; Weller-
Di Marco and Fraser, 2022). The sentence pairs
were formatted as instructions in a chat template.
Since the task was to translate from German to the
Sorbian languages, we trained on translation into
the Sorbian languages (de-hsb, de-dsb, hsb-dsb,
dsb-hsb) for 4 epochs. We refer to this dataset as
MT. In addition to that, we also added one epoch
of data in the hsb-de and dsb-de directions as well
(referred to as MT,,).

The monolingual and parallel data was dedupli-
cated with normalization from Stopes (Pierre An-
drews, 2022; NLLB Team et al., 2022). We also
removed the held-out and validation data using the
same normalization method.

Instructions (see Table 11). We used instruction
data from Magpie (Xu et al., 2025), Aya (Singh
et al., 2024), EuroBlocks (Martins et al., 2025)
OpenAssistant2 (Kopf et al., 2023), and FLAN v2
(Longpre et al., 2023). We removed instructions
that were not in English, German, or the closest
Slavic languages to the Sorbian languages. Still,
98.6% of instructions in the resulting dataset are in
English.

The final mix. The data mix of the submitted
model consisted of 1.198B tokens and is displayed
in Figure 1.

3 Methodology

We used Qwen2.5-3B-Instruct (Qwen Team,
2024) as our base model, motivated by the find-
ings of Sainz et al. (2025), who demonstrated that
continued pretraining on already instruction-tuned
models is effective for low-resource languages. Fol-
lowing their findings, we combined the language
acquisition and instruction-tuning in the same con-
tinued pretraining step. Our continued pretraining
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MT (BLEU / chrF++) QA (acc)
Model de-dsb de-hsb dsb hsb Evaluation setting

BASELINES

emma-500-11ama3.1-8b-bi 10.8£0.7/35.3+0.8 20.0+1.1/47.2+0.7 48.0+7.4 41272 MT: 5-shot; QA: 3-shot

Qwen2.5-3B-Instruct 0.8+02/12.6+03 1.3+£02/17.4+03 553+738 58.0+74 MT: 5-shot; QA: 3-shot

CONTINUED PRETRAINING

dsb hsb MT® MT,,*> Inst™> deu
(1) 4x 4x 19.9+0.6/453+05 284+12/542£06 69.0+69 67969 MT: 5-shot; QA: 3-shot
(2) 4x 4x  4x 58.6+1.0/77.1+0.7 66.6+0.7/82.1 04 66.1+7.1 709 +6.8 MT: O-Shoto; QA: 3-shot
3) 4x 4x 4x 1x 602+1.2/78.1+x07 67.2+0.7/82.6+04 67.5+72  73.1x6.6 0-shot®
4) 4x 4x  4x 1x 1x 62.0+1.0/792+06  68.3£0.7/83.2+04 67.5+72 70467 0-shot®
(5) 4x 4x  4x 1x Ix 25% 62.1+1.1/792+06 68.6+0.7/83.4+04 65.7+7.1 65.1+69 0-shot®
(4)  Final submission validation ~ 62.8+1.1/79.8+06 69.1:0.7/83.7:04 69370 693:69  MT: 0-shot”’; QA: I-shot*’
test -/78.20 -186.33 57.56 58.10

Table 5: Validation set scores for the baselines and fine-tuned models. The shared task’s final submission validation

and test set scores.

was performed jointly on monolingual documents
and sentences, parallel MT data, and instruction-
formatted data.

Our initial experiments indicated that the model
begins to overfit on Sorbian data around the fourth
epoch. A similar finding was also made in Purason
et al. (2025), who observed overfitting at 4 epochs
for low-resource languages of similar size. With
this in mind, we repeated the Sorbian monolingual
and parallel data four times during training. The
instruction data was repeated once, while the signif-
icantly more abundant German monolingual data
(not used for the final submission) was limited to
25% of the total training token budget. It should
be noted that we did not conduct a thorough inves-
tigation into the different data sampling strategies
and combinations. A different number of epochs or
curriculum learning might provide better results.

For instruction-formatted samples, we applied
loss only on the assistant (target) tokens. All
datasets were packed into sequences of 4096 to-
kens, with any overflow tokens carried into the
next training sequence. The hyperparameters for
the model training are listed in Table 10. The mod-
els were trained on either 8 or 16 nodes, each con-
sisting of 4 AMD MI250x GPUs (acting as 8 units)
on the LUMI supercomputer. The training of the
final model took 139 GPU-hours.

4 Evaluation

We evaluate our models using the
Im-eval-harness framework (Gao et al.,
2024), which we also use to generate the final
shared task submissions. Evaluation is conducted
using a few-shot and zero-shot prompting strate-

© _ chat instruction format; 1 - beam search decoding with beam size 4.

gies, depending on the training strategy. We use a
few-shot evaluation without a chat template and a
zero-shot evaluation using a chat-style format.

For QA, we follow a multiple-choice setup, se-
lecting the answer option with the highest log-
probability from a predefined set of candidates.
We calculate the accuracies and report the average
across the language levels in the validation set.

For the MT evaluation, we calculated the BLEU
(Papineni et al., 2002) and chrF++ (Popovi¢, 2017)
scores. We also report 95% confidence inter-
vals calculated from standard errors reported by
1lm-eval-harness.

For the final submission, we apply beam search
with a beam size of 4 for MT, and use one-shot
prompting with the chat template for QA, where
each example is treated as a separate turn in a multi-
turn conversation. We use greedy decoding in all
other evaluation settings (beam size of 1).

5 Results

5.1 Main results

Table 5 summarizes the performance of our mod-
els on both machine translation (MT) and ques-
tion answering (QA) for Upper and Lower Sorbian.
We compare our systems against two open-weight
baselines: emma-500-11ama3.1-8b-bi (Ji et al.,
2025a), which includes Sorbian in its training data,
and Qwen2.5-3B-Instruct (Qwen Team, 2024).
As expected, we observe that the
Qwen2.5-3B-Instruct model performs poorly on
Sorbian MT benchmarks before any continued
pretraining. In contrast, emma-500, which was
trained with Sorbian data, performs noticeably
better in MT. However, the trend reverses for QA:
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Qwen2.5-3B-Instruct significantly outperforms
emma-500, highlighting the strength of instruction
tuning for QA even in low-resource settings.

Our continued pretraining configurations sub-
stantially outperform the baselines across both MT
and QA tasks, demonstrating the effectiveness of
the language adaptation. From these results, we
find that:

* Including MT data during continued pretrain-
ing yields large gains in translation qual-
ity compared to relying solely on few-shot
prompting.

* Adding instruction-following data provides
additional improvements for both tasks.

* Adding a small amount of reverse-direction
(into German) MT data (MT,.,) appears to
slightly boost MT performance without harm-

ing QA.

* Allocating 25% of the training budget to
monolingual German data does not improve
MT and slightly degrades QA.

Despite these trends, due to the small size of
the QA evaluation set (n = 162) and the resulting
wide confidence intervals, it remains difficult to
draw definitive conclusions about which compo-
nents contributed most to QA performance. Never-
theless, our results confirm the benefit of continued
pretraining on task- and language-specific data, par-
ticularly when jointly targeting MT and QA with a
single model.

Our final submission additionally used one-shot
prompting for QA and beam search with a beam
size of 4, which slightly increased the scores, al-
though this increase is likely not significant.

Our submission achieved the highest rank in QA
and MT tasks for both languages and was also the
overall winner in those languages.

5.2 Combined or separate Sorbian training

Since they are closely related, we also investigate
how much the Sorbian languages benefited from
joint training. From the results in Table 6, we see
that both languages benefit from the joint training,
especially for the generative MT task. It is also
apparent that for the QA task, the model trained
on only one of the Sorbian languages can perform
quite well for the other, even without the data, sug-
gesting that we gain language understanding from
the other Sorbian language.

MT (BLEU) QA (acc)
Sorbian data de-dsb de-hsb dsb hsb
hsb + dsb 60212 67207 67.5+72 73166
dsb 54.0£1.0 9.7+04 69.6+70 67.3+7.0
hsb 11.8+06  65.6£07 61.0+74  T71.8+6.8

Table 6: MT (BLEU) and QA (acc) scores when training
the Sorbian languages together vs separately. iisb+dsb
configuration is equal to (3) in Table 5. Zero-shot
prompting with a chat template was used.

5.3 Effect of the document-level data

MT (BLEU) QA (acc)
Sorbian  Nepars de-dsb de-hsb dsb hsb
sent-level 181.5M 11912 198 £1.7 71.3+68 71367
doc-level 104.8M 21.3£09 29.3+0.7 71.3 £6.8 704 £6.7
combined 269.1IM  244:1.0 32507 68.8+68  71.96.6

Table 7: Results for training with HSB and DSB data
either document level, sentence-level, or combined
(without MT examples). The training data includes 1
epoch of INST and 25% token budget for deu (doc-
level). 5-shot BLEU scores are reported for MT, and
3-shot accuracy is reported for QA. N, is the number
of characters in the Asb and dsb datasets

We examine the effect of incorporating
document-level data in addition to sentence-level
data. No explicit hsb/dsb MT training data was
used in these experiments. The results in Table 7
indicate that document-level data is more beneficial
than sentence-level data for MT when evaluating
in a few-shot setting. This is somewhat surprising
given that the sentence-level dataset is substantially
larger, and the quality of the Fineweb-2 portion of
the document-level dataset has not been verified.
Nevertheless, combining document- and sentence-
level datasets yields the highest MT scores. For
QA, we did not observe significant differences be-
tween the data setups.

5.4 MT Supervised Fine-tuning

We instruction-tune our model as a separate step
with machine-translation examples (4 epochs of
de-hsb, de-dsb, hsb-dsb, and dsb-hsb) formatted
in chat format as instructions, instead of training
jointly. In Table 8, this approach shows a slight
increase in the BLEU scores of the machine trans-
lation benchmarks. However, our model loses its
capability to answer questions, so this strategy does
not satisfy the goals of the shared task.
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Continued pretraini MT (BLEU A (2

ontinued pretraining SFTMTQ ( ) QA (acc)
dsb hsb MT® MT,," Inst” deu de-dsb de-hsb dsb hsb
4x  4x 4x 1x Ix  25% - 62.1+11 68.6+07 657+71  65.1%69
4x  4x Ix  25% ax 64.8:1.0 70.6+0.6 36.6+71 347+72

Table 8: Machine translation SFT results (validation set) evaluated with a zero-shot chat format. © _ conversational

instruction format.

MT (BLEU) QA (acc)
Model de-dsb de-hsb dsb hsb
CPT 62.1+1.1  68.6 +0.7 65.7 £7.1 65.1 £6.9
CPT+0.1 BASE  61.8+1.1 68.4 £0.7 66.6 £7.1 67.1+7.0
CPT+03BASE  58.1=1.1 65.8 £0.7 67.9:70 71.1:68

Table 9: SLERP-merged models’ zero-shot chat-
formatted validation set scores. +x BASE means
that the merging weights of the base model
(Qwen2.5-3B-Instruct) are x while the Sorbian con-
tinually pretrained (CPT) model weight stays 1.0

5.5 Merging

Inspired by TowerLLM (Rei et al., 2025), who
reported that merging with the original model im-
proved general results while not harming transla-
tion significantly, we also decided to explore merg-
ing. SLERP merging with mergekit (Goddard
et al., 2025) did show a slight increase in the QA
scores (see Table 9), although its significance is
questionable due to the small size of the validation
set. We also noticed that merging started harming
the translation quality at 0.3 weight for the base
instruction-tuned model. With this in mind, we did
not use it for the final model. It is possible that the
benefit would be more apparent on other tasks that
we did not measure due to the lack of validation
data in the Sorbian languages.

6 Conclusion

We presented the TartuNLP submission to the
WMT?25 Shared Task on Limited Resource Slavic
Languages, targeting both machine translation and
question answering for Upper and Lower Sor-
bian. Our approach combined continued pretrain-
ing and instruction tuning in a single step, leverag-
ing the Qwen2.5-3B-Instruct model. By integrat-
ing task-specific and monolingual Sorbian data, we
achieved significant improvements over existing
baselines and obtained the highest rank for both
tasks in both languages. Our results demonstrate
that a unified approach can effectively serve mul-
tiple low-resource language tasks, even under re-
source constraints.

7 Limitations

Our findings are limited by the fact that we only
consider two tasks. Also, the MT data seems to
have short sentence-level data, limiting the conclu-
sions further. Since the test set of the QA task is rel-
atively small, we have rather low confidence in the
minor differences in scores of the approaches. We
did not thoroughly explore all the design choices
made for this system, and we did not explore data
filtering, which could significantly impact the re-
sulting model.
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Dataset eng pol deu ces sk slv Total

CohereLabs/aya_dataset Singh et al. (2024) 3944 1483 241 0 0 5668
Magpie-Align/Magpie-Llama-3.1-Pro-MT-300K-Filtered Xuetal. (2025) 295830 36 228 21 3 3 296121
OpenAssistant/oasst2 Kopf et al. (2023) 22311 155 1785 5 0 0 24256
ai2-adapt-dev/flan_v2_converted Longpre et al. (2023) 89982 0 0 0 0 0 89982
utter-project/EuroBlocks-SFT-Synthetic- 1 1247 Martins et al. (2025) 3057 916 1019 0 0 0 4992
Total 415124 2590 3273 26 3 3 421019

Table 11: Overview of the instruction datasets. - multilingual-synthetic-mmlu, synthetic-eurollm-9B, and
multilingual-synthetic-arc subsets from EuroBlocks.
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