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Abstract

Mauritian Creole (Kreol Morisyen), spoken
by approximately 1.5 million people world-
wide, faces significant challenges in digital
language technology due to limited compu-
tational resources. This paper presents "Koz
Kreol," a comprehensive approach to English-
Mauritian Creole machine translation using a
three-stage training methodology: monolingual
pretraining, parallel data training, and LoRA
fine-tuning. We achieve state-of-the-art results
with 28.82 BLEU score for EN—MFE trans-
lation, representing a 74% improvement over
ChatGPT-40. Our work addresses critical data
scarcity through use of existing datasets, syn-
thetic data generation, and community-sourced
translations. The methodology provides a repli-
cable framework for other low-resource Creole
languages while supporting digital inclusion
and cultural preservation for the Mauritian com-
munity. This paper consists of both a systems
and data subtask submission as part of a Creole
MT Shared Task.

1 Introduction

Mauritian Creole ! is spoken by individuals from
Mauritius, Rodrigues, Agalega and the Chagos
Archipelago. Over the course of its history, Mau-
ritius was visited by the Arabs, colonized by the
Dutch, French and the British. Originally, it is
a language made of French and Afro-Malagasy
languages which was used as a means of commu-
nication between slaves and their French masters
(Piat, 1999). Over time, as the English rule be-
gan and indentured labourers arrived from India,
more words infiltrated the existing Mauritian Cre-
ole lexicon. With this deep diversity of linguistic
families, Mauritian Creole has words that can et-
ymologically be traced back to France, England,
Madagascar and both north and south India (Erik-
sen, 2007). A defining characteristic of creole lan-

'Also referred to as "Kreol Morisyen"
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guages is their dynamic lexicon, which often ex-
hibits clear phonetic and semantic shifts from their
source languages (Kouwenberg and Singler, 2009).
For example, in Mauritian Creole, kalamindas =
candy floss. However, the exact etymology of the
word "kalamindas" is unknown. This multilingual
substrate influence is characteristic of Creole for-
mation processes, where multiple source languages
contribute to the emerging Creole’s lexicon and
structure (DeGraff, 2001).

Mauritian Creole is considered to be a low-
resource language since it lacks digital compu-
tational resources for language technology appli-
cations (Lent et al., 2022). Despite having a vi-
brant community of speakers, Mauritian Creole,
like many Creole languages, faces social stigmati-
zation and is often perceived as linguistically infe-
rior or underdeveloped compared to its lexifier lan-
guages.(Kouwenberg and Singler, 2009).Through-
out the years, several efforts have been made by
the government of Mauritius to enforce Mauritian
Creole as a language rather than a dialect, part of a
broader movement for creole language recognition
and standardization (DeGraff, 2005). Mauritian
Creole has become part of the school curriculum
when teaching languages at an early age. However
since most Mauritian Creole media are through tra-
ditional sources like newspapers or magazines, few
digital resources exist. Creoles are generally un-
der represented in language research since they are
generally low resource languages whose datasets
are seldom publicly available. This digital divide
creates significant barriers for the Mauritian com-
munity’s participation in the modern digital econ-
omy and limits access to language technologies
that could support cultural preservation and digital
inclusion. (Team et al., 2022)

This work addresses these challenges by de-
veloping "Koz Kreol," a comprehensive machine
translation system for English-Mauritian Creole
translation. We present a three-stage training
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methodology combining monolingual pretraining,
parallel data training, and Low Rank Adaptation
(LoRA) fine-tuning that achieves state-of-the-art
performance on this language pair. Our approach
strategically combines existing datasets from previ-
ous research efforts with high-quality community-
sourced translations and synthetic data generation.
The resulting system not only advances the state of
machine translation for Mauritian Creole but also
provides a replicable framework for developing MT
systems for other low-resource creole languages,
contributing to broader efforts in digital language
inclusion and cultural preservation. This paper con-
sists of both a systems and data subtask submission
as part of a Creole MT Shared Task (Robinson
et al., 2025).

2 Related Work

Low Resource Machine Translation (LRMT) has
evolved from early transfer learning approaches
(Zoph et al., 2016) and backtranslation techniques
(Sennrich et al., 2016) to sophisticated multilin-
gual pre-trained models like mBART (Liu et al.,
2020), which achieved up to 12 BLEU? (Papineni
et al., 2002) points improvement for low-resource
pairs®. The paradigm for low-resource languages
was further established by mBART-50 (Tang et al.,
2020), which scaled multilingual pre-training to 50
languages and became the standard approach for
many low-resource translation tasks. Early work
by Tanzer et al. (2024) established benchmarks
for learning translation from minimal linguistic re-
sources, demonstrating how grammar books alone
can provide sufficient structural information for
basic translation capabilities in truly low-resource
scenarios.

Creole languages present distinctive challenges
beyond typical low-resource scenarios due to their
genealogical complexity, orthographic variabil-
ity, and historical stigmatization, requiring multi-
source transfer learning rather than conventional
single-source approaches. Recent creole MT re-
search has made substantial progress across multi-
ple fronts. Dabre and Sukhoo (2022) established
foundational baselines with KreolMorisienMT, cre-
ating the first comprehensive parallel corpus for
Mauritian Creole with 21,810 sentence pairs and
demonstrating effective transfer learning from pre-

*BLEU: Bilingual Evaluation Understanding
3Translation pairs where atleast one language is low re-
source

trained multilingual models. Robinson et al. (2024)
dramatically scaled Creole coverage with Kreyol-
MT, presenting 14.5 million unique creole sen-
tences across 41 languages supporting 172 transla-
tion directions. Lent et al. (2024) introduced Cre-
oleVal, the first comprehensive benchmark span-
ning 8 NLP tasks across 28 creole languages.
Fekete et al. (2025) explored parameter-efficient
approaches through adapter architectures for cross-
lingual transfer, while Adelani et al. (2022) demon-
strated that strategic fine-tuning of large pre-trained
models with small amounts of high-quality data can
achieve significant improvements.

3 Dataset Construction and Methodology

3.1 Data Sources

3.1.1 Existing Parallel Corpora

High-quality Mauritian Creole data is scarce, par-
ticularly parallel translations. Our training data
includes monolingual and bilingual resources from
KreolMorisienMT (Dabre and Sukhoo, 2022) and
parallel bitext from Kreyol-MT (Robinson et al.,
2024), mostly drawn from translated Bibles and
local dictionaries, totaling around 40K bilingual
sentences of generally acceptable quality”.

The monolingual data was downsampled to
18,145 sentences (~500K tokens), as empirical
testing showed this size outperformed larger sets
(250K, 1M, 2M tokens), likely mitigating catas-
trophic forgetting (McCloskey and Cohen, 1989)
and avoiding repetitive degeneration (Holtzman
et al., 2020) during pretraining.

3.1.2 Synthetic Data Generation

Although our primary goal was to fine-tune an
LLM for machine translation, we enriched the train-
ing data with greater diversity and nuance by in-
cluding 2,023 Massively Multilingual Language
Understanding (MMLU) questions, 961 Question
Answering (QA) items, 692 Topic Classification
sentences, and 1,225 grammar prompts. We also
enhanced Claude’s (Anthropic, 2024) context with
150 high-quality parallel bitexts from Flores Dev
and created grammar exercises using Gramer Kreol
Morisien (Carpooran, 2005). The resulting syn-
thetic dataset comprises 4,901 sentences.

3.1.3 Community Sourced Bitext

To address the shortage of high-quality parallel data
for Mauritian Creole, we launched a community-

*Not grammatically consistent throughout.
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driven data collection initiative using a web-based
annotation platform. Native speakers contributed
English-Mauritian Creole translations in both di-
rections, based on Claude-generated English sen-
tences containing at least 15 words to ensure suffi-
cient context and complexity. A two-stage valida-
tion process ensured quality, with each translation
reviewed by another native speaker. This effort
yielded approximately 300 high-quality parallel
sentence pairs to supplement our training corpus.

3.14 FLORES-200

FLORES-200 extends the original FLORES-101
benchmark by incorporating 200 languages with
comprehensive evaluation datasets, providing stan-
dardized dev and devtest splits of approximately
1,000 sentences each for multilingual machine
translation evaluation. The FLORES data for Mau-
ritian Creole was sourced through a rigorous trans-
lation process involving two qualified native speak-
ers who translated the English sentences into Mau-
ritian Creole. Each translated sentence underwent
review by the other translator, ensuring high lin-
guistic accuracy and cultural authenticity through
this collaborative validation approach.

The resulting datasets comprise 997 sentences
in the dev split and 1,012 sentences in the devtest
split, providing a total of 2,009 high-quality par-
allel sentence pairs for English-Mauritian Creole
translation. Given the extremely scarce number of
high quality parallel bitext available for Mauritian
Creole, our final model underwent finetuning on
both the dev and devtest portions to maximize the
utilization of these linguistic resources.

3.1.5 Evaluation Dataset

Since we fine-tune on the Flores-200 Devtest, we
created a 100-sentence evaluation set to monitor
BLEU (Papineni et al., 2002) and ChrF> (Popovic,
2015) during training and fine-tuning. The hold-out
test data was sourced from LALIT® newspaper, fo-
cusing on global geopolitics to assess performance
on news content. Source sentences in English
were translated into Mauritian Creole, with only
sentences over 15 words included. Each transla-
tion was validated by another fluent native speaker.
Aware of domain-specific evaluation limitations,
we report Flores-200 Devtest results in the ap-
pendix (Table 3) where the fine-tuned model uses
only Flores-200 Dev.

SCharacter F-score.
®lalitmauritius.org

English—Kreol Morisien

Split L AL-en AL-mfe U-en U-mfe
train 46,160 7.3 6.7 31,195 32,106
dev 997 21.0 214 6,695 6,195
devtest 1,012 21.6 219 7,054 6,413
lalit (test) 102 48.5 452 1,874 1,762

Kreol Morisien Monolingual
Split L AL - U -
18,145  87.13 - 27967 -

mono

Table 1: Dataset statistics. L: total sentences/pairs; AL-
en/AL-mfe: average word counts for English/Mauritian
Creole; U-en/U-mfe: unique word counts for En-
glish/Mauritian Creole.

3.2 Dataset Statistics

Table 1 presents comprehensive statistics for our
datasets across different splits’. Our training
dataset exhibits diverse characteristics across dif-
ferent data sources. The training split contains a
substantial number of single-word entries represent-
ing 1-1 translations sourced from previous lexical
datasets sourced by Dabre and Sukhoo (2022), con-
tributing to the lower average word counts (7.3 for
English, 6.7 for Mauritian Creole) compared to the
evaluation sets.

The FLORES evaluation sets show significantly
higher average word counts (21.0-21.6 for source,
21.4-21.9 for target), likely reflecting the more
complex sentence structures typical of the FLO-
RES benchmark. With higher average word counts
of 48.5 for English and 45.2 for Mauritian Creole,
we assume the hold-out test set to have even higher
linguistic complexity, consistent with the discourse
of news content covering global geopolitics.

4 Experiments

4.1 Experimental Design

In our comprehensive arsenal, we now have an ex-
tensive collection of resources including monolin-
gual Creole data, valuable parallel bitext published
by previous researchers, the robust Flores-200 train-
ing data, and carefully generated synthetic data.
Additionally, we have meticulously curated high
quality parallel sentences sourced directly from
native local speakers through an ambitious com-
munity outsourcing project we launched around a
year ago. This community-driven approach ensures
authentic linguistic representation and cultural ac-

"More details in Section B of the Appendix.
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curacy in our training data. We will break our
carefully designed training recipe down to three
distinct important steps: Pretraining, Training and
Finetuning. For this comprehensive study, we will
use Llama 3.1-8B model and tokenizer as our ro-
bust backbone LLM here.

4.2 Training Setup

According to the findings of Xu et al. (2024),
there’s significant and demonstrable benefit in pre-
training a large language model with a language
it is previously unfamiliar with. This crucial step
helps the model build a rich internal vocabulary,
as well as, develop a deep understanding of the
intricate semantics of a language. However, this
process has to be done extremely carefully and with
precise control since it can lead to the detrimental
phenomenon of catastrophic forgetting (McCloskey
and Cohen, 1989) when fed too much overwhelm-
ing data. To maintain this delicate balance, we use a
carefully measured S00K monolingual tokens of au-
thentic Mauritian Creole, complemented by 100K
tokens of English and French each. We employ
full-weight finetuning for this critical foundational
portion.

For the next step in our pipeline, we use our ex-
tensive parallel bitext sourced by other dedicated re-
searchers as well as our synthetic data, comprising
around 46K sentences. These valuable sources are
mostly drawn from the carefully translated Bible
and comprehensive local dictionaries. Remarkably,
one single pass of the data onto a powerful 3.1-8B
Llama backbone is already sufficient to see vast
and encouraging improvements in translation per-
formance. Training the model with a learning rate
of 1le-5 and the AdamW (Loshchilov and Hutter,
2019) optimizer, we stop after 2 complete epochs
to prevent overfitting.

For the final and most refined step in our training
methodology, we use our mix of Flores 200 dev
and devtest sets, for efficient Low-Rank Adaptation
(LoRA) (Hu et al., 2021) Finetuning for a maxi-
mum of 3 epochs. We conduct a hyperparameter
sweep over the critical rank parameter, the scal-
ing factor named "alpha" and the target modules.
The LoRA hyperparamters for our best perform-
ing results based on BLEU and ChrF metrics are
a = 8, r = 16, target modules = query and value
projections.

5 Results

For the sake of our experiment, since Mauritian
Creole data is scarce, we are training on "devtest"
and we use the LALIT test set for evaluation.

5.1 Baseline Comparisons

Model / Setup BLEU CHRF
EN — MFE
Zero-Shot (Llama 3.1-8B)  4.22 35.37
ChatGPT 4o 16.55 53.58
Mono Only 22.54  51.67
Mono + Train 26.76  59.55
Mono + Train + LoRA 28.82  60.86
MFE — EN
Zero-Shot (Llama 3.1-8B) 284 57
ChatGPT 4o 46.63  71.22
Mono Only 4332  69.23
Mono + Train 41.78  68.60
Mono + Train + LoRA 43.14  70.21

Table 2: BLEU and ChrF scores for different model
configurations in EN <> MFE translation.

From Table 2, we observe a significant improve-
ment in translation performance when incorporat-
ing 500K monolingual tokens into the model. How-
ever, the model still lacks the ability to translate
the language effectively from English to Mauritian
Creole. The training portion of our approach pro-
vides the largest performance boost, with a 18.7%
increase in BLEU score and an 15.2% increase
in ChrF score. Following this stage, we perform
fine-tuning using Low-Rank Adaptation (LoRA)
using the peft package. (Mangrulkar et al., 2022)
Fine-tuning on 2,000 sentences in both translation
directions contributes to approximately 10% im-
provement in BLEU score.

When examining the reverse direction (MFE
— EN), the model performs significantly better
than in the forward direction, a common finding
when translating Low Resource Langauges to En-
glish (Neubig and Hu, 2018). The model per-
forms better on BLEU score after passing in S00K
tokens of Mauritian Creole only sentences, and
the performance slightly declines when training.
The improvement from LoRA fine-tuning is more
modest compared to training, likely because the
model has already achieved strong performance in
back-translation and is approaching a performance
plateau.
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When comparing our model to a frontier model
such as ChatGPT-40 (OpenAl et al., 2024), we ob-
serve that our model performs considerably better
on forward translations (English—Mauritian Cre-
ole). However, for reverse translations (Mauritian
Creole—English), ChatGPT-40 achieves slightly
superior performance on both BLEU and ChrF
scores. This asymmetry can likely be attributed
to ChatGPT-40’s extensive multilingual training
across numerous language pairs, enabling it to
leverage cross-lingual priors for improved Mau-
ritian Creole decoding.

Haitian Creole and Mauritian Creole share signif-
icant linguistic similarities as French-based creoles
developed under similar colonial conditions. They
exhibit overlapping vocabulary, grammar, and sim-
plification patterns compared to French (Déprez,
2019), enabling cross-linguistic transfer. Models
trained on Haitian Creole can leverage this overlap
when processing Mauritian Creole. Given Haitian
Creole’s much larger training corpus, this likely
influences ChatGPT-40’s performance—improving
reverse translation but degrading forward transla-
tion, as the model tends to apply Haitian grammar
to Mauritian output. We observed the same be-
havior using the Flores-200 Devtest set (see Ap-
pendix).

Large language models outperform traditional
encoder-decoder architectures in data-scarce sce-
narios due to their ability to extract linguistic pat-
terns from limited examples. Pre-trained on multi-
lingual corpora, LLMs provide rich contextual rep-
resentations adaptable to new language pairs with
minimal fine-tuning, unlike encoder-decoder mod-
els that need substantial parallel data. This advan-
tage is especially important for creole languages,
where complex lexifier and substrate influences are
better captured by the nuanced knowledge in large-
scale pre-trained models.

6 Conclusions

In this paper, we present a new state-of-the-art
model for English—Mauritian Creole translation,
along with several novel datasets used for training
and evaluation. These include: (1) the Flores-200
Dev and Devtest sets, (2) synthetically generated
data, (3) a test set from the LALIT newspaper, and
(4) community-sourced parallel bitext. This work
provides a strong baseline for future model devel-
opment, which can be improved by collecting more
high-quality parallel data. Our results with limited

data suggest that incremental augmentation will
boost performance, supporting sustainable Mauri-
tian Creole MT development. Additionally, our
model can generate high-quality synthetic transla-
tions, enabling continual learning through iterative
data generation and refinement.

Several promising directions emerge for future
research. The inclusion of French parallel bitext
represents a particularly valuable avenue, given
Mauritian Creole’s French lexifier heritage and the
abundance of high-quality French-English paral-
lel corpora that could enhance transfer learning
effectiveness (Robinson et al., 2023). Incorporat-
ing pivot languages; intermediate languages that
share linguistic features with both English and Mau-
ritian Creole, could provide additional pathways
for cross-lingual knowledge transfer and improved
translation quality.

Finally, the systematic generation of synthetic
training data through back-translation, paraphras-
ing, and multilingual data augmentation techniques
offers scalable approaches to address the persistent
data scarcity challenges that characterize creole
language processing. These future developments,
building upon the foundation established in this
work, promise to advance Mauritian Creole ma-
chine translation toward broader practical applica-
bility and community benefit.

Limitations

Our work has several important limitations that
should be acknowledged. First, we train our final
model on both the FLORES-200 dev and devtest
splits, which raises potential evaluation concerns
regarding data contamination. While we mitigate
this through the use of an independent hold-out
evaluation set sourced from LALIT newspaper, the
limited size of available high-quality parallel data
necessitated this approach to maximize training
effectiveness.

Second, our evaluation is constrained by the rel-
atively small size of our test sets (100-1,000 sen-
tences), which may limit the statistical significance
and generalizability of our results. The scarcity
of Mauritian Creole digital resources inherently
constrains the scale of evaluation possible for this
language pair.

Finally, our synthetic data generation approach,
while innovative, relies on a single large language
model (Claude Sonnet 4) and may introduce sys-
tematic biases or artifacts that could affect model
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performance. The quality and cultural authentic-
ity of synthetically generated Mauritian Creole
content, while supplemented with expert knowl-
edge, may not fully capture the nuanced variations
present in natural language use.
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A Training and Evaluation with
Flores-200

In this section, we will evaluate the model’s per-
formance on FLORES-200 devtest across three
modalities: (i) monolingual only, (ii) monolingual
+ training data, and (iii) monolingual + training
+ FLORES-200 dev LoRA finetune. We evalu-
ate both translation directions to quantify the addi-
tional performance lift from the FLORES dev fine-
tune and assess the validity of using the FLORES-
200 devtest set as an evaluation dataset. The LoRA
finetune was performed in both translation direc-
tions.

Model / Setup BLEU CHRF
EN — MFE
Kreyol-MT 17.28  49.07
ChatGPT-40 17.48  48.40
Mono Only 1194  39.78
Mono + Train 2576 55.71
Mono + Train + LoORA 26.83  57.68
MFE — EN
Kreyol-MT 28.31 57.29
ChatGPT-40 43.08 68.76
Mono Only 33.80 60.88
Mono + Train 40.75 66.65

Mono + Train + LoRA  41.79 67.73

Table 3: BLEU and ChrF scores for different model
configurations in EN <+ MFE translation.

B Dataset Specifics

The training data consisted of KreolMorisienMT
(21,810 sentences), KreyolMT (19,149 sen-
tences), Flores Dev/Devtest (2,009 sentences), 300
community-sourced sentences, and synthetic data
generated by Claude Sonnet 4. We created parallel
bitext datasets (MMLU, QA, and Topic Classifica-
tion totaling 3,676 sentences) and conversational
prompts (1,225 grammar-specific sentences from
parsed Mauritian Creole grammar books). For par-
allel bitext, we used a dual prompt strategy: one
prompt asking the model to translate between En-
glish and Mauritian Creole, and another presenting
questions directly in Mauritian Creole with options
and answers in Mauritian Creole.

For monolingual pretraining we only used
the monolingual dataset provided by Kreol-
MorisienMT. For the training stage we use both par-
allel datasets from Kreyol-MT, KreolMorisienMT
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and the community sourced bitext. For the fine-
tuning stage, we use the flores dev and devtest
datasets.
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