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Abstract

In this paper, we describes our system for
the WMT 2025 Low-Resource Indic Language
Translation Shared Task. The language direc-
tions addressed are Assamese<«>English and
Manipuri—English. We propose a method
to improve translation performance from low-
resource languages (LRLs) to English by in-
jecting Language-specific word-level noise into
the parallel corpus of a closely related high-
resource language (HRL). In the proposed
method, word replacements are performed
based on edit distance, using vocabulary and
frequency information extracted from an LRL
monolingual corpus. Experiments conducted
on Assamese and Manipuri show that, in the
absence of LRL parallel data, the proposed
method outperforms both the w/o noise set-
ting and existing approaches. Furthermore, we
confirmed that increasing the size of the mono-
lingual corpus used for noise injection leads to
improved translation performance.

1 Introduction

There are approximately 7,000 languages in the
world, but only a small subset of high-resource lan-
guages (HRLs) have sufficiently developed parallel
corpora for machine translation (MT). For these
languages, research leveraging few-shot learning
with parallel data (Zhu et al., 2023) and large-
scale multilingual language models (mLLMs) (Xu
et al., 2023; Zhou et al., 2023) has progressed.
Such efforts have enabled the learning of shared
cross-lingual embedding spaces, thereby facilitat-
ing cross-lingual transfer.

In contrast, many languages are low-resource
languages (LRLs) for which only monolingual data
is available. Compared to parallel data, monolin-
gual data is easier to collect and is widely used for
techniques such as back-translation (BT)(Sennrich
et al., 2016a) and continued pretraining of mLLM:s.
This study aims to improve LRL—English transla-
tion accuracy by leveraging LRL monolingual data
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Figure 1: Overview of our proposed method:
Language-Specific Word-Level Noise Injection

to inject language-specific, word-level noise into
parallel data of closely related HRLs.

Maurya et al. (2024) proposed CharSpan, a
method that injects character-level noise into HRL
parallel data with high lexical similarity to a LRL.
This method improves translation accuracy for the
LRL by leveraging its character list. However, this
approach does not sufficiently capture word-level
statistical characteristics such as the LRL’s vocabu-
lary frequency and distribution.

To address this limitation, we propose a method
that uses word lists and frequency information ex-
tracted from LRL monolingual data to add word-
level noise to HRL parallel data. We further an-
alyze the effect of this method under conditions
where LRL parallel data is available versus unavail-
able. Experimental results show that when using
only LRL monolingual data, our method outper-
forms existing approaches. In contrast, when LRL
parallel data is available, the performance gap with
existing methods is small. We also observe that in-
creasing the size of the monolingual data used for
noise injection tends to improve performance, and
that including the test dataset in the monolingual
data yields additional performance gains.

2 Related Work

Some studies have examined the effects of adding
noise to parallel data on its diversity and the ro-
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bustness of translation models, but the impact on
cross-lingual transfer has not been thoroughly in-
vestigated. Gal and Ghahramani (2016) proposed
Word Dropout, which randomly sets some word
embeddings to zero vectors. Wang et al. (2018)
proposed a data augmentation method that adds
random word replacements to parallel data. While
both of these methods enhance the diversity of par-
allel data, their effectiveness in improving cross-
lingual transfer capability is limited.

A representative data augmentation technique
that leverages monolingual data in neural machine
translation is back-translation (BT) (Sennrich et al.,
2016a). When parallel data is scarce, BT generates
pseudo-parallel data by using target-side mono-
lingual data and a reverse-direction translation
model. More recently, iterative back-translation
(IBT) (Morita et al., 2018; Hoang et al., 2018;
Zhang et al., 2018) has been proposed, which ex-
tends BT in both directions. IBT utilizes mono-
lingual data from both sides to generate pseudo-
parallel data in both directions and iteratively al-
ternates between generating this data and updating
the translation models in both directions.

3 Method

In this chapter, we propose a method to enhance
robustness in LRL—En translation and promotes
cross-lingual transfer by adding LRL-specific word-
level noise into a parallel corpus of a closely related
HRL. The noise consists solely of word replace-
ments, where the edit distance is selected based on
a geometric distribution. The replacement candi-
dates are chosen using frequency-weighted selec-
tion, thereby injecting LRL words into the related
HRL.

Specifically, we use approximately 160,000 sen-
tences of Assamese monolingual text to add noise
to Bengali—English parallel data. Figure 1 shows an
overview of the proposed method. An example of
the noise injection process is illustrated in Figure 2.
Furthermore, by using the model trained on the
noise-injected parallel data as a back-translation
model, we perform En—LRL translation.

3.1 Language-Specific Word-level noise

We add word-level noise to the source-side training
data Dpgr, of the HRL pair to create the noisy
parallel data Dy ;.

First, we randomly select a word index x; from
any given sentence x. Next, we determine the edit

HRL(Bn): e F7 7 fofd araE @@sfias et |
Eng: But he never told me.

HRL(Bn) + Noise: 95 &1 55 fefd S (@Hifve JErafe |

Figure 2: Example of word-level noise injection for
Bengali (HRL). The original Bengali sentence and its
English sentence are shown at the top. In the noisy ver-
sion (bottom), Bengali words are replaced with words
selected from an Assamese vocabulary list.

distance d according to Equation 1, where p is the
success probability of the geometric distribution:

Pd=k)ocp(l—p)*" (k=1,2,...,K) (1)

The parameters K and p control the distribution of
noise magnitude. Then, based on the edit distance
between a candidate word w and x;, we extract a
candidate set V' (d, z;) from the LRL vocabulary

VigrL:

V(d, x,) = {w\w € VLRL,ED(U),.%‘) = d} )

Here, ED(-,-) denotes the Levenshtein distance.
The replacement word w’ is selected according to
the product of P(d) and the relative word frequency
f(w") in the LRL monolingual corpus:

fw)
ZwGV(d,xi) f(U))
This procedure is repeated until the proportion of

characters changed by substitution in each sentence
reaches a predefined target ratio.

Pw') = P(d) - 3)

3.2 Back translation

In this study, we apply translation model M,
trained on HRL parallel data D, ;;; augumented
with word-level noise, to LRL-to-English transla-
tion. Specifically, to perform EN—LRL translation,
we first translate the LRL monolingual data into
English using M, thereby creating pseudo-parallel
data DLRL—EN-

Subsequently, this pseudo-parallel data is used as
input to train an English—LRL translation model.

4 Experimental Setup

4.1 Datasets

We target Bengali (Bn) as the HRL and Assamese
(As) and Manipuri (Mni) as the LRLs, using multi-
ple parallel and monolingual corpora for model
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Corpora Language Usage # Sentences
Samanantar English-Bengali Train 8,604,580
English-Assamese Train / Valid "\F]raﬁg 33’7003
WMT?25 Shared Task e
Enelish-Maniouri Train / Valid Train: 22,690
nglish-Manipuri rain / Vali Valid: 997
. . L . Valid: 977
FLORES-200 English-(Bengali, Assamese, Manipuri) Valid / Test Test: 1,012
Community 2017 . L 63,627
Wikipedia 2021 Assamese Noise Injection 100,000

Table 1: Overview of the parallel and monolingual corpora used in this study, including the languages, their intended

usage, and the number of sentences.

training and evaluation. Table 1 provides an
overview of the corpora used. For parallel cor-
pora, we used the large-scale English—Bengali
Samanantar corpus(Ramesh et al., 2022) and the
English—Assamese and English—-Manipuri parallel
datasets provided by the WMT?25 shared task(Pal
et al., 2023; Pakray et al., 2024). For evaluation,
we used the validation and test sets of FLORES-
200(Costa-Jussa et al., 2022). Additionally, As-
samese Wikipedia 2021 and Community 2017 were
used as monolingual corpora to extract vocabulary
for noise injection in the proposed method.

4.2 Data Preprocessing

For English data, we first perform Unicode nor-
malization (NFKC) and applied tokenization using
sacremoses. Next, to reduce case variation at sen-
tence beginnings and in proper nouns, we applied
truecasing, and finally, we learned and applied Byte
Pair Encoding (BPE)(Sennrich et al., 2016b; Gage,
1994) using subword-nmt. The number of BPE
merge operations was set to 16,000.

For Bengali, Assamese, and Manipuri data, we
applied the same preprocessing steps as for En-
glish—NFKC normalization, tokenization with
sacremoses, and BPE (16,000 merges)—but did
not apply truecasing.

4.3 Settings

For the word-level noise injection, the maximum
edit distance K was set to 5, and the actual edit
distance was sampled from a geometric distribution
with a success probability p = 0.5. Noise was
injected to each sentence until the proportion of
characters altered by substitution reached the target
ratio of 10%. Figure 4 shows the list of replacement
characters used in CharSpan.

Parameter Value
Architecture Transformer (Encoder 6 layers / Decoder 6 layers)
Optimizer Adam (51 = 0.9, B2 = 0.98)

Initial learning rate 5e — 4

LR scheduler Inverse Sqrt Decay

Gradient clip norm 1.0

Dropout 0.2

Max tokens / batch 8,000

Early-stopping patience 5 validations

GPU 2 x NVIDIA GeForce RTX 2080 Ti

Table 2: Model implementation and training details

We adopted the Transformer architecture
(Vaswani et al., 2017) as the translation model.
Both the encoder and decoder consisted of 6 lay-
ers, and optimization was performed using Adam
(Kingma and Ba, 2014) with parameters $; = 0.9
and B = 0.98. The initial learning rate was set to
5 x 1074, with Inverse Sqrt Decay as the learning
rate scheduler. To prevent gradient explosion, the
gradient clip norm was set to 1.0. The dropout rate
was set to 0.2, and the maximum number of to-
kens per batch was 8,000. Training employed early
stopping, terminating when the validation loss did
not improve for 5 consecutive evaluations. Experi-
ments were conducted using two NVIDIA GeForce
RTX 2080 Ti GPUs. Table 2 presents the key hy-
perparameter settings used in our experiments.

4.4 Evaluation Metrics

For validation and evaluation, we used the official
FLORES-200 dev/test sets. BLEU (Papineni et al.,
2002) and chrF++ (Popovié, 2017) were adopted
as evaluation metrics.

5 Result and Analisys
5.1 Main Results: LRL—EN

Table 3 presents the translation results from LRL
to English. Bold indicates the highest score in
each setting. In the setting without LRL parallel
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As—En Mni—En # Sentences Vocabulary Size

Vodels L (full data + test) 164,639 182,727
CharSpan 10.44  36.1 0.75 183 (full data) 163,627 180,810
Word-Level noise 1292 38.1 0.65 173 120,000 154,461
R R A B B
Word-Level noise + parallel 2144 469 | 1212 37.3 50,000 93,797
10,000 33,620

Table 3: Experimental results of LRL—English transla-
tion with and without LRL parallel data.

data, the proposed method outperformed both the
w/o noise and CharSpan baselines for Assamese
across all evaluation metrics. This improvement is
likely due to the effective utilization of vocabulary
and word frequency distributions derived from As-
samese monolingual data. In contrast, for Manipuri,
the proposed method underperformed compared to
both baselines.

When LRL parallel data was used, the proposed
method outperformed w/o noise for both languages,
but achieved only comparable gains to CharSpan.
This suggests that when w/o noise already pos-
sesses a moderate level of translation capability,
the improvements brought by noise injection may
be limited. Furthermore, for Manipuri, the pres-
ence or absence of LRL parallel data resulted in
differing levels of improvement, indicating that the
proposed method is effective when the w/o noise
already has a certain degree of translation capabil-

ity.

5.2 Effects of Monolingual Data Size and
Domain for Noise Injection

The noise injection function used in this study
(Equation 3) extracts replacement candidates from
the LRL vocabulary with frequency weighting. Ex-
panding the size of the monolingual corpus in-
creases the likelihood of selecting more informa-
tive candidates. To verify this effect, we conducted
experiments in which the amount of monolingual
data was restricted. Starting from the full Assamese
monolingual pool, we create down-sampled sub-
sets with the following sentence counts (vocabu-
lary sizes): 120k (154,461), 100k (139,751), 50k
(93,797) and 10k (33,620). Additionally, we eval-
uate a setting where the full monolingual data is
augmented with the Assamese test sentences from
FLORES-200 (full data + test). For each subset,
we learn BPE, train the model with the same con-
figuration as described in Table 2, and evaluate it
on FLORES-200.

The results are shown in the figure 3. The

Table 4: Monolingual Assamese subsets used to build
the LRL vocabulary for noise injection. Vocabulary size
counts unique types after preprocessing.

39

full data + test —»
38.5

38 T

full data

chrF

37.5

37

36.5

%
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Monolingual data size

Figure 3: Effect of Assamese monolingual data size and
domain on chrF scores for Assamese—English transla-
tion.

full data + test setting achieved the highest score of
38.7, slightly surpassing the 38.1 of the full data set-
ting. The 120k and 100k settings both yielded sim-
ilar performance at 38.3, while 50k achieved 37.6
and 10k scored 37.0, showing a gradual decline
in performance as the amount of data decreased.
These results suggest that increasing the size of the
monolingual data makes it easier to select more
informative replacement candidates during noise
injection, potentially leading to improved transla-
tion performance. Furthermore, in the full data
+ test setting, including sentences from the same
domain as the evaluation data in the monolingual
corpus may have contributed to the performance
improvement.

5.3 Shared Task Results

Table 5, presents the evaluation results of
LRL<>English translation on the test set pro-
vided in the shared task. The evaluation metrics
are BLEU, METEOR(Banerjee and Lavie, 2005),
ROUGE-L(Lin, 2004), chrF, and TER(Snover
et al., 2006). The translation directions are As-
samese—English, English— Assamese, and Ma-
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Direction BLEUt METEORT ROUGE-L1T chrF{ TER]
Assamese—English 12.28 0.54 0.56 55.61 78.24
English— Assamese 14.03 0.38 0.01 53.76 74.08
Manipuri—English 5.74 0.33 0.37 41.28 109.95

Table 5: Evaluation results of LRL<+English translation using the test set provided in the shared task.

Language Script Candldate Alphabets
%, 08, W, @, R, T, 6, W
é]é‘l’ L&Y, N, W, B R,
w, A, @, T, Y, T, T, T, S, Y, W,
Assamese Bengali q, W, °T“sT= .9, W, T, T, T, F,
S, ", T, o B gL e e e T,
CICT §’56ﬂo>;\o
8(}\‘9‘117‘&33

Figure 4: Candidate alphabets for Assamese in the Ben-
gali script, used as noise for CharSpan.

nipuri—English.

Our system was particularly designed for the
Assamese—English direction. The performance
gap between Assamese and Manipuri reflects the
disparity in the availability of monolingual and
parallel data, as well as differences in vocabulary
and grammar with Bengali. These results indicate
that the proposed method is especially effective for
LRLs that are lexically close to the corresponding
HRL.

6 Conclusion

In this study, we proposed Language-specific word-
level noise injection method for the parallel corpus
of a HRL closely related to a LRL, using vocab-
ulary and frequency information extracted from
the LRL’s monolingual data. Experiments on As-
samese and Manipuri demonstrated that, particu-
larly in the absence of parallel data, the proposed
method outperforms both the w/o noise setting and
existing approaches. Furthermore, we showed that
increasing the size of the monolingual data con-
tributes to improved translation performance.

Limitations

First, the proposed method targets only a limited set
of LRLs (Assamese and Manipuri), and its applica-
bility to other languages has not been verified. In
particular, it may be difficult to apply the method to
LRLs whose script systems and lexical structures
differ substantially from those of the HRL. Fur-
thermore, the selection of replacement candidates
for noise injection relies on word frequency and
edit distance derived from the monolingual corpus

of the LRL, and the potential for performance im-
provement may be limited depending on the scale
of these statistics and the domain of the corpus.
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