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Abstract

In machine translation (MT), health is a high-
stakes domain characterised by widespread
deployment and domain-specific vocabulary.
However, there is a lack of MT evaluation
datasets for low-resource languages in this
domain. To address this gap, we introduce
OpenWHO, a document-level parallel corpus
of 2,978 documents and 26,824 sentences from
the World Health Organization’s e-learning
platform. Sourced from expert-authored, pro-
fessionally translated materials shielded from
web-crawling, OpenWHO spans a diverse
range of over 20 languages, of which nine are
low-resource. Leveraging this new resource,
we evaluate modern large language models
(LLMs) against traditional MT models. Our
findings reveal that LLMs consistently outper-
form traditional MT models, with Gemini 2.5
Flash achieving a +4.79 ChrF point improve-
ment over NLLB-54B on our low-resource test
set. Further, we investigate how LLM con-
text utilisation affects accuracy, finding that
the benefits of document-level translation are
most pronounced in specialised domains like
health. We release the OpenWHO corpus to
encourage further research into low-resource
MT in the health domain.

1 Introduction

Translation in the health domain combines clini-
cal risks, widespread demand, and domain-specific
complexity (Mehandru et al., 2022; Neves et al.,
2024). By offering a timely and resource-efficient
complement to human translation, machine trans-
lation (MT) can lower the barrier to disseminating
health content, from education materials for local
health workers (Hammond et al., 2024) to public
safety information during crises (Federici et al.,
2023; Utunen et al., 2023b). However, evaluation
of MT in the health domain is hampered by a lack
of datasets that cover a wide range of languages,
particularly low-resource ones. The TICO-19 cor-

Figure 1: Overview of the OpenWHO parallel dataset,
highlighting its depth across low-resource languages
and scripts.

pus (Anastasopoulos et al., 2020) stands as a no-
table exception, yet its focus on COVID-19 limits
its utility on broader health topics, and its age raises
the risk of training data contamination.

To address this gap, we introduce OpenWHO, a
document-level parallel corpus designed for eval-
uating health MT. Sourced from the World Health
Organization’s multilingual e-learning platform, its
content is expert-authored, professionally trans-
lated, and shielded from web-crawling, thus min-
imising contamination risk. The corpus covers over
20 languages, nine of which are low-resource, in-
cluding some with low-resource scripts like Arme-
nian, Georgian, and Sinhala. By focusing on health
education, a domain fundamental to local quality
of care (Merx et al., 2024b), OpenWHO provides a
realistic benchmark for a high-impact MT use case.

Leveraging this new resource, we conduct a sys-
tematic evaluation comparing modern large lan-
guage models (LLMs) against traditional NMT sys-
tems. For LLMs, we study different context strate-
gies (document-level, sentence-level, etc) and to
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Figure 2: Number of parallel sentences per language in the OpenWHO dataset. The English source has 50,898
sentences. Low-resource languages covered in our experiments (Section 4) are in bold.

determine whether the benefits of document-level
translation are specific to our dataset, we extend
our evaluation to the news and literary subsets of
the WMT24++ benchmark (Deutsch et al., 2025).

Our main contributions are 1:

• We introduce and release OpenWHO, a par-
allel corpus for health MT that covers low-
resource languages. It comprises 2,978 doc-
uments and 26,824 parallel sentences from
expert-authored, professionally translated ma-
terials (§3).

• We show that modern LLMs outperform
traditional NMT models for low-resource
translation in the health domain. Our findings
show Gemini 2.5 Flash with document-level
context achieves a +4.79 ChrF point improve-
ment over NLLB-54B on our test set (§4.2).

• We find that the benefit of document-level
context is model and domain-dependent for
low-resource MT. Accuracy gains are most
pronounced when using best-performing mod-
els to translate specialised domains like health
and literature, while the general (news) do-
main shows more modest improvements, high-
lighting that domain complexity drives con-
text utility (§4.2).

2 Related Work

Document-level MT Document-level MT has
long been recognised as desirable, as it allows mod-
els to leverage broader discourse for improved co-
herence and accuracy (Maruf et al., 2021). Early

1Code: github.com/raphaelmerx/openwho-code
Dataset: huggingface.co/datasets/raphaelmerx/openwho

work with traditional NMT models has shown
mixed results, with some studies demonstrating that
document-level context can significantly improve
translation quality (Miculicich et al., 2018; Wang
et al., 2023; Post and Junczys-Dowmunt, 2024),
while others questioned whether these improve-
ments stemmed from true contextual understanding,
arguing that the context encoder was not modeling
discourse but acting as a "noise generator" that im-
proves model robustness, rather than leveraging
discourse information (Li et al., 2020; Appicharla
et al., 2024).

LLMs for document-level MT LLMs, given
their ability to process extended contexts, are well
placed to benefit from document-level context.
Koneru et al. (2024) explored contextual transla-
tion with Llama2-13B on English-German, find-
ing mixed results, where document-level context
sometimes providing no performance gains over
sentence-level translation. Karpinska and Iyyer
(2023) demonstrated that paragraph-level trans-
lation outperforms sentence-level approaches in
literary fiction using GPT-3.5, though they have
noted that their findings might not generalise to
low-resource settings. Yang et al. (2024) fine-
tuned LLaMA3-8B for context-aware translation,
showing that increasing context window size yields
gains, particularly when evaluated with neural met-
rics. Recent mechanistic analysis by Mohammed
and Niculae (2025) revealed that LLMs can be sur-
prisingly “context-insensitive,” with smaller mod-
els showing limited ability to effectively utilise
available context, a finding that may explain vary-
ing performance observed in earlier works.

Low-resource MT with LLMs While LLMs
have shown promising results on low-resource MT

https://github.com/raphaelmerx/openwho-code
https://huggingface.co/datasets/raphaelmerx/openwho
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Work Low-resource LLMs Document-level Specialised domains

Ours ✓ ✓ ✓ ✓

Post and Junczys-Dowmunt (2024) ✗ ✗ ✓ ✗
Wang et al. (2023) ✗ ✗ ✓ ✗
Koneru et al. (2024) ✗ ✓ ✓ ✗
Karpinska and Iyyer (2023) ✗ ✓ ✓ ✓
Enis and Hopkins (2024) ✓ ✓ ✓ ✗
Zebaze et al. (2025) ✓ ✓ ✗ ✓
Yang et al. (2024) ✗ ✓ ✗ ✓
Mohammed and Niculae (2025) ✗ ✓ ✓ ✗
Pang et al. (2025) ✗ ✓ ✓ ✓

Table 1: Comparison with prior work on context utilisation for MT.

(Guo et al., 2024; Merx et al., 2024a), evaluation
has been predominantly limited to sentence-level
translation. Enis and Hopkins (2024) demonstrated
that Claude significantly outperforms NLLB on
Yoruba-English translation, finding substantial im-
provements from document-level over sentence-
level translation, though their evaluation focused
solely on the low-resource-to-English direction. Ze-
baze et al. (2025) explored low-resource transla-
tion with LLMs using compositional approaches on
datasets including FLORES, NTREX, and TICO-
19, but operated at the sentence level with few-shot
learning rather than document-level context. This
sentence-level focus in low-resource settings repre-
sents a significant gap, as the dynamics of context
utilisation may be fundamentally different for low-
resource languages where models have seen lim-
ited training data and where translation errors could
compound across sentences within a document.

Gaps remain in our understanding of document-
level translation for low-resource languages in spe-
cialised domains. First, there is a shortage of eval-
uation data for document-level low-resource ma-
chine translation in specialised domains, such as
healthcare. Second, there has been no systematic
analysis of how LLMs utilise document-level con-
text when translating low-resource languages, par-
ticularly in specialised domains where coherence
and terminological consistency are required.

3 The OpenWHO dataset

3.1 Source and Motivation
The OpenWHO platform. Our corpus is drawn
from OpenWHO.org, the World Health Organiza-
tion’s (WHO) former e-learning platform for public
health education. Active from 2017 to 2024, the
platform’s primary goal was to disseminate health
knowledge to healthcare professionals, frontline re-
sponders, and the public, particularly during health

emergencies (George et al., 2022; Utunen et al.,
2023a). The content was authored and vetted by
WHO experts and its global network of partner
institutions, ensuring that the information and its
translations were authoritative, accurate, and re-
flected up-to-date scientific guidance (George et al.,
2022). The topics covered a wide range of public
health issues, including specific disease responses
(e.g., COVID-19, Ebola), vaccination protocols, in-
fection prevention, and emergency preparedness
(Utunen et al., 2020, 2023a).

Multilingual focus. A key tenet of the Open-
WHO initiative was to ensure equitable access to
information, which included a deliberate strategy
of multilingual dissemination. Course materials
were translated from English into a range of lan-
guages, with a focus on providing resources for
low- and middle-income countries (George et al.,
2022; Utunen et al., 2023a). The course-based
format ceased operations in December 2024, transi-
tioning to a static resource library. The data for our
corpus was collected prior to this change and exclu-
sively comprises materials from the course-based
period (2017–2024). This commitment to creat-
ing expert-authored, multilingual content made the
OpenWHO platform a high-quality source for ex-
tracting a document-level parallel corpus in the
health domain, covering several low-resource lan-
guages.

Because all course material was hosted behind a
login screen, it was shielded from the large-scale
web crawling that constitutes the training data for
most LLMs, mitigating risk of pre-training contam-
ination. To confirm this, we conducted searches
across publicly available web-scraped corpora (C4,
MADLAD), and performed targeted web searches
(via Google Search) using sentences found in Open-
WHO course content. These searches revealed only
publicly accessible OpenWHO course descriptions
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(which are not part of our corpus), with no course
content found within these data sources.

3.2 Data Curation Pipeline

3.2.1 Document Extraction

Scraping While we secured authorization from
the WHO to collect and release this data, a direct
database export was not available. Therefore, in
consultation with the WHO, we developed a web
scraping pipeline to gather the course materials.
Using the Scrapy framework,2 we developed a
web scraper to navigate the OpenWHO site, en-
rol in each individual course, and extract the raw
HTML content of every course page. Each page
was uniquely identified by its course ID and lan-
guage, as well as its position within the course
structure (section and subsection numbers).

Content filtering. A significant portion of the
OpenWHO curriculum relies on video-based learn-
ing. As our focus is on creating a parallel text
corpus, we filtered out pages where video was the
primary medium. To further ensure the quality of
the extracted documents, we applied a series of
heuristic filters to remove low-value content: we
discarded pages that primarily consisted of a list
of references, contained fewer than ten words, or
featured boilerplate text used to introduce a course
or section.

3.2.2 Document Pairing

The structured nature of the OpenWHO platform
facilitated document alignment. For any given
course page, the quadruplet (language code,
course id, section index, subsection
index) serves as a unique identifier. By varying
the language code, we could accurately identify
and group parallel course pages that are direct trans-
lations of one another.

After applying the quality filters described in the
previous section, this pairing process yielded 2, 978
parallel documents. This set includes significant
coverage for several low- and mid-resource lan-
guages, with Tetun, Albanian, Macedonian, Azer-
baijani, Kazakh, Georgian, and Armenian each hav-
ing more than 50 parallel documents. A breakdown
of document counts per language is presented in
Table 5.

2https://www.scrapy.org/

3.2.3 Sentence Mining

Traditional NMT models rely on sentence-level
translation. To release a dataset that can be used for
NMT evaluation, and potentially fine-tuning, we
mined parallel sentences from parallel documents.

Annotation To evaluate our sentence mining
pipeline, we manually annotated 10 parallel docu-
ments for 8 target low-resource languages (Mace-
donian, Georgian, Armenian, Azerbaijani, Tetun,
Albanian, Kazakh, Tamil) that are of interest to
our experiment. For each document pair, we man-
ually segmented the source and target texts into
aligned sentences (relying on back-translation for
the languages we are not familiar with), ensuring
one-to-one correspondence. This process yielded a
reference corpus totalling 2, 645 parallel sentences.
This annotated set serves as the ground truth for the
subsequent sentence-splitting and alignment evalu-
ation.

Sentence splitting Using the target-language sen-
tences from our manually annotated corpus as a
reference, we evaluated the performance of three
sentence-splitters: NLTK (Bird and Loper, 2004),
Stanza (Qi et al., 2020), and pysbd (Sadvilkar and
Neumann, 2020). We measured sentence splitting
performance as accuracy of sentence boundaries
against our ground truth segmentation. The re-
sults (shown in Appendix B) indicated that pysbd
achieves the highest accuracy overall with accuracy
ranging from 82.0% for Kazakh to 94.0% for Tetun,
but stanza performs better for Kazakh (89.1%),
Tetun (94.6%) and Georgian (93.2%). NLTK’s
performance was generally lower than the other
two. Based on these findings, we selected the best-
performing tool (either pysbd or stanza) on a per-
language basis to segment the entire corpus.

Sentence alignment After sentence splitting, we
aligned sentences to create parallel pairs. Here we
rely on sentence semantic similarity, using LaBSE
(Language-agnostic BERT Sentence Embedding
(Feng et al., 2022)), which supports all our lan-
guages of interest except Tetun (as a consequence,
for Tetun, we first translated target sentences back
to English before encoding). Because the Open-
WHO documents are relatively short, this approach
is highly effective: when evaluated against our man-
ually annotated ground truth, the method yielded
F1 scores ranging from 98.6% (for Tetun) to 100%
(for Kazakh and Georgian).

https://www.scrapy.org/
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Strategy Description

Sentence level Our baseline. Each sentence is translated independently without any additional
context.

Sentence window (batched sliding
window in Koneru et al. (2024))

A constrained-context approach. The model receives only the immediately preceding
and succeeding sentences as context, aiming to capture local discourse phenomena
without overwhelming the model.

Sentence + doc context The model is provided with the full source document as context within the prompt
but is instructed to translate only the single, target sentence.

Document level The model is given the entire source document and instructed to translate the whole
text. As per Enis and Hopkins (2024), we use one sentence per line, and evaluate at
the sentence level after translation.

Doc-level + self-correct, as per (Wu
et al., 2025)

A two-step approach: (1) Document-level translation then (2) feed the generated
translation back to the model with a new prompt asking it to review and improve its
own output, testing its self-correction and refinement capabilities.

Table 2: The five translation strategies evaluated in our experiments. Each strategy represents a different approach
to leveraging context for machine translation. Associated prompts are in Appendix F.

Quality Control and Filtering Finally, to en-
sure the quality of the mined sentence pairs, we
implemented an additional filtering stage based on
empirical rules. We removed sentence pairs that
were likely to be misaligned or uninformative for
translation tasks. This included removing (1) pairs
where the source English sentence contained fewer
than five words, as these are often section headers
or fragments; (2) pairs where the target-language
side was in English; and (3) sentence pairs that
were exact duplicates across different course pages,
which often correspond to repeated instructions or
boilerplate phrases.

Starting from an initial pool of 43, 732 candidate
sentence pairs, we arrived at a final, clean set of
26, 824 parallel sentences. This includes nine low-
resource languages with over 200 parallel sentences
(Macedonian, Georgian, Armenian, Azerbaijani,
Tetun, Albanian, Kazakh, Somali, Sinhala). The
count of sentence pairs per language is detailed in
Table 5.

3.3 Dataset Statistics

The resulting OpenWHO corpus comprises 2, 978
parallel documents and 26, 824 aligned parallel
sentences between English and over 20 other lan-
guages. The corpus contains a mix of high-resource
and low-resource languages, with significant depth
in the latter, including six with over 1,000 paral-
lel sentences (Macedonian, Georgian, Armenian,
Albanian, Kazakh, and Tetun). A key feature
of this dataset is its origin: all content is expert-
authored and professionally translated, providing
high-fidelity, domain-specific text that is a level
above standard web-crawled corpora in terms of

quality and consistency. The data is structured at
both the document and sentence level, enabling
experiments in document-level machine transla-
tion, terminology extraction, and domain adapta-
tion. However, a potential weakness of this dataset
is its unbalanced language distribution, as not all
courses were translated into all languages.

3.4 Data Availability

With permission from the WHO, we release this
dataset under a Creative Commons NonCommer-
cial license (CC BY-NC 4.0), allowing re-use, mod-
ification and distribution for non-commercial use,
while requiring attribution. Data will be available
both at the document level and at the sentence level.

4 Experiments

Having established an evaluation corpus for
document-level low-resource MT in the health do-
main, we now turn to investigating what models
perform best on this dataset, and how context utili-
sation strategies affect LLM performance on this
dataset. Our experimental design addresses a funda-
mental tension in document-level translation: while
broader context can improve coherence and termi-
nological consistency, it may also introduce noise
or lead to error propagation.

We work with the following research questions:

• RQ1: How do state-of-the-art LLMs com-
pare to traditional NMT models for health
low-resource translation?

• RQ2: What is the most effective con-
text strategy for LLM-based translation into
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low-resource languages? (sentence-level,
document-level, sliding sentence window, etc)

• RQ3: How does model capability interact
with these context strategies?

4.1 Experimental Setup
Datasets We evaluate on two datasets, always in
the EN-XX direction. The first is our newly intro-
duced OpenWHO corpus. To ensure a controlled
comparison across languages, we focus our exper-
iments on a single, extensively translated course:
“Infection Prevention and Control through Hand Hy-
giene (IPC-HH)”. We select the nine low- to mid-
resource languages available for this course for our
evaluation: Albanian (sqi), Armenian (hye), Azer-
baijani (aze), Georgian (kat), Kazakh (kaz), Mace-
donian (mkd), Sinhala (sin), Somali (som), and
Tetun (tet). For a comparison with high-resource
languages, we separately evaluate on French (fra),
Russian (rus) and Spanish (spa).

To test the generalisability of our findings be-
yond the health domain, we also evaluate on the
WMT24++ benchmark (Deutsch et al., 2025), an
expansion of the WMT24 dataset to 55 languages.
To align with our research focus, we select a sample
of five low- to mid-resource languages present in
this dataset: Bulgarian (bul), Serbian (srp), Swahili
(swh), Tamil (tam), and Zulu (zul). Because this
dataset is available at the paragraph level, for our
sentence-level analysis, we split paragraphs into
aligned sentences using Gemini 2.5 Flash.

Models Our model selection is designed to com-
pare modern LLMs (both open and closed weights)
against conventional NMT baselines. For NMT
baselines, we select NLLB-200 (3.3B & 54B,
Costa-jussà et al., 2024) and MADLAD-400 10B
(Kudugunta et al., 2023), both of which cover lan-
guages covered in our evaluation (except Tetun
for NLLB). For LLMs, we select Gemini 2.5
Flash (Gemini Team, 2025), a powerful closed-
weight model, DeepSeek-V3 671B (DeepSeek-AI,
2024), which represents the state-of-the-art in open-
weight models at the time of our experiments, and
Gemma 3 27B (Team, 2025), a smaller LLM with
broad multilingual support. We run all model calls
through OpenRouter.3

Metrics We primarily evaluate with ChrF++
(Popović, 2017), an n-gram based metric which
has been shown to correlate better with human

3https://openrouter.ai/

ChrF ↑ MetricX ↓

OpenWHO (9 low-res langs)
NLLB 54B 50.52 3.45
Gemini 55.32 ↑ 4.79 3.10 ↓ -0.43
DeepSeek-v3 49.38 ↓ -1.14 3.92 ↑ 0.39
Gemma 3 48.01 ↓ -2.51 4.24 ↑ 0.71

WMT24++ literary (5 low-res langs)
NLLB 54B 43.00 5.83
Gemini 50.66 ↑ 7.66 3.76 ↓ -2.07
DeepSeek-v3 46.88 ↑ 3.88 4.57 ↓ -1.26
Gemma 3 44.45 ↑ 1.45 5.26 ↓ -0.57

WMT24++ news (5 low-res langs)
NLLB 54B 53.58 3.45
Gemini 54.83 ↑ 1.24 2.69 ↓ -0.76
DeepSeek-v3 51.40 ↓ -2.18 3.42 ↓ -0.04
Gemma 3 50.71 ↓ -2.87 3.61 ↑ 0.16

Table 3: Average performance per model, with score
difference from NLLB 54B. Modern LLMs like Gemini
outperform NLLB on specialised domain low-resource
MT, like health or literary fiction. See Tables 7 and 10
for scores per language, which vary from 37 to 63 ChrF.

judgement than BLEU (Papineni et al., 2002) par-
ticularly for morphologically rich languages like
Kazakh or Georgian. To validate results found
with ChrF++, we also evaluate with MetricX-244

(Juraska et al., 2024) and AutoMQM (Fernandes
et al., 2023). MetricX is a neural metric which cor-
relates better with human judgement than ChrF++
for high-resource languages. While it has not been
evaluated on low-resource languages, it is based on
mT5 (Xue et al., 2021), which has been pretrained
on all languages in our study, aside from Tetun.
AutoMQM uses a large language model to char-
acterise translation errors using MQM (Lommel
et al., 2013). To avoid self-preference bias that may
arise from using the same LLM for AutoMQM as
that used for translation (Wataoka et al., 2025), we
run AutoMQM with Kimi K2 (Kimi-AI, 2025).

Translation Strategies For LLM translation, we
rely on a fixed one-shot prompt (Appendix F), and
we systematically evaluate five translation strate-
gies that introduce contextual information in differ-
ent ways. Detailed in Table 2, these include trans-
lating sentences one at a time, translating sentences
with some surrounding context, and translating en-
tire documents at once. For NMT models (NLLB

4google/metricx-24-hybrid-large-v2p6-bfloat16

https://openrouter.ai/
https://huggingface.co/google/metricx-24-hybrid-large-v2p6-bfloat16
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and MADLAD), as they were trained at the sen-
tence level, we evaluate only at the sentence level.
To ensure a fair comparison across models and
strategies, all outputs, including those generated at
the document level, are segmented and evaluated at
the sentence level against the reference translations.

4.2 Results

LLMs outperform NMT on health low-resource
translation (RQ1). On OpenWHO, Gemini 2.5
Flash, when translating at the document level, out-
performs NLLB 54B across all languages,5 by an
average of +4.79 ChrF points (Table 3). MetricX
and AutoMQM results confirm this overall trend.
However, other LLMs evaluated (DeepSeek-v3 and
Gemma 3) are still outperformed by NLLB-54B,
albeit by a small margin for DeepSeek. This means
that among open weight models, NLLB-54B is still
the preferred choice. Further, at equivalent perfor-
mance before fine-tuning, LLMs require far more
computation, with around one order of magnitude
more parameters for the same performance (e.g.
DeepSeek-v3 671B roughly equivalent to NLLB
54B; Gemma 3 27B equivalent to NLLB 3.3B).

Error analysis: Gemini vs NLLB Error analy-
sis using AutoMQM (Table 12) shows that Gem-
ini translations contain substantially fewer criti-
cal errors than NLLB, with less mistranslations
(where target text does not accurately represent the
source meaning) and less incorrect terminology, at
the cost however of more omissions (where target
text is missing information present in the source)
and overtranslations (target text more specific than
the source).

On high-resource languages, NLLB and LLMs
are very close to each other. On our sample
of high-resource OpenWHO languages (French,
Russian, Spanish), the average scores for NLLB
54B, Gemini, DeepSeek, and Gemma 3 are all
remarkably close to each other, as measured by
both ChrF (averages in the 59-62 range for all
4 models) and MetricX (averages in the 2.3-2.4
range). This result indicates that in the health do-
main, the advantage of LLMs over NMT is more
pronounced on low-resource languages compared
to high-resource. Unsurprisingly, performance on
high-resource languages is notably higher than on
low-resource ones, with a gap of 7-12 ChrF points

5We exclude Tetun from this comparison, as NLLB does
not support it.

between high-resource and low-resource across
all models.

LLMs tend to work best at the document level,
for specialised domains (RQ2). On OpenWHO,
both Gemini and DeepSeek translate best at the
document level, with +3.62 and +2.00 ChrF points
over sentence-level translation respectively (Ta-
ble 4), but no measurable improvements in Met-
ricX scores. On WMT24++ literary, the advan-
tage of document-level over sentence-level is even
clearer, with +6.37 Chrf points for Gemini, +3.34
for DeepSeek, and similar improvements in Met-
ricX scores (Table 11). For Gemma 3 27B how-
ever, additional context from document-level only
marginally improves translation accuracy, on both
OpenWHO and WMT24++ literary. Overall, we
observe a trend where the larger the LLM, the
more it benefits from document-level translation
(RQ3) over sentence-level translation.

In the general domain, the advantage of modern
LLMs and document-level translation are less
clear. On the WMT24++ news set, we do not see
meaningful accuracy improvements for document-
level over sentence-level translation, using either
metric (ChrF and MetricX). We also see less varia-
tion in scores between models on this domain, both
when comparing NLLB to LLMs, and when com-
paring LLMs with each other. Overall, the advan-
tage of document-level translation over sentence-
level translation for low-resource MT is not uni-
form across domains and models.

5 Discussion

Our experiments present three key findings: First,
modern LLMs tend to outperform NMT (e.g. Gem-
ini outperforms NLLB 54B) on low-resource trans-
lation in specialised domains (health with Open-
WHO, literary text with WMT24++). Second, mod-
ern LLMs translate best at the document-level in
specialised domains (health and literary), but the
advantage of document-level translation is less
clear for smaller models and for the general do-
main. Third, other context-utilisation strategies
(e.g. sentence window, document context with one
sentence at a time) tend to perform less well than
whole-document translation.

Why Gemini outperforms NLLB in low-
resource specialised domain MT (RQ1) Our
investigation into performance differences between
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Doc vs sent ChrF ∆ MetricX ∆

OpenWHO (9 low-res langs)
Gemini ↑ 3.62 → 0.00
DeepSeek ↑ 2.00 → 0.02
Gemma3 ↓ -0.21 ↑ 0.24

WMT literary (5 low-res langs)
Gemini ↑ 6.37 ↓ -1.18
DeepSeek ↑ 3.34 ↓ -0.79
Gemma3 ↑ 2.06 ↓ -0.14

WMT news (5 low-res langs)
Gemini ↑ 1.24 ↓ -0.08
DeepSeek ↓ -0.82 ↓ -0.11
Gemma3 ↓ -0.14 ↑ 0.13

Table 4: Performance difference for document-level vs
sentence-level translation, averaged across languages.
In specialised domains (health, literary fiction), the
larger the LLM, the more it benefits from doc-level
translation. See Tables 8 and 11 for scores per language.

LLMs and NMT models reveals that Gemini’s ad-
vantage over NLLB 54B in specialised domains
stems directly from its ability to leverage document-
level context. When both models are constrained to
sentence-level translation, their performance is very
similar across all three datasets evaluated (Open-
WHO, WMT24++ literary, and WMT24++ news,
all within a narrow 1.5 ChrF point margin). It is
only when Gemini is provided with the full docu-
ment that it establishes a clear performance lead.

The role of context strategy across domains
Our findings show that the optimal context strat-
egy depends on both text domain (RQ2) and model
capability (RQ3). The benefit of document-level
translation is most pronounced in specialised do-
mains like health and literature, potentially because
their discourse structure requires a high degree of
linguistic coherence for both accuracy (e.g. cor-
rect health terminology) and stylistic integrity (e.g.
sustained narrative tone). In contrast, the news do-
main may rely more on self-contained sentences
that allow skimming and quoting, reducing the ben-
efit of context. Further, our results indicate that
smaller models only gain marginal benefits from
document context, potentially lacking the capacity
to maintain coherence without introducing noise.

Our findings, particularly the dependence of con-
text utility on model capability and domain speci-
ficity, offer a nuanced picture for where document-
level context is most useful, which may explain

past work that either did not (Li et al., 2020; Ap-
picharla et al., 2024; Koneru et al., 2024) or did
(Wang et al., 2023; Post and Junczys-Dowmunt,
2024; Wu et al., 2024) find added benefits from
contextual level translation.

Recommendations Based on our results, we of-
fer three recommendations for researchers working
on low-resource MT:

1. Evaluate LLMs at the document level for
specialised domains. Sentence-level evalua-
tion can mask the advantage of modern LLMs,
which lies in their ability to use context.

2. Utilise the most capable LLMs to maximise
the benefit of document context. The perfor-
mance gains from document-level translation
are most significant with the largest models.

3. Analyse performance on a per-language
basis. Average model rankings do not al-
ways reflect performance on individual lan-
guages, making granular analysis essential for
model selection.

Future directions Several avenues for future
work emerge from our findings. First, the devel-
opment of reliable evaluation metrics tailored to
low-resource MT in the health domain. Second,
further exploration of strategies to optimise LLM-
based translation for low-resource health contexts,
such as fine-tuning on domain-specific data or dif-
ferent prompting techniques. Third, the creation
of evaluation benchmarks for low-resource health
on other tasks, such as question answering, which
OpenWHO could be leveraged for.

6 Conclusion

In this work, we introduced OpenWHO, a high-
quality parallel corpus for health MT, with a fo-
cus on low-resource languages. Sourced from the
World Health Organization’s expert-authored ma-
terials, it addresses a gap in evaluation resources
and provides a benchmark for future research at the
intersection of health and low-resource languages.
The dataset strengths include (1) the grounding of
its source English text in evidence-based WHO
guidance (2) its professional translation into var-
ious languages and (3) its availability at both the
document and sentence level. However, Open-
WHO is language imbalanced (not all courses were
translated into all languages), which can limit its
comparative value.
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Our experiments demonstrate that modern
LLMs, when provided with full document-level
context, outperform traditional NMT models on
low-resource translation in specialised domains
like health and literature. We found that this ad-
vantage is most pronounced for the largest mod-
els and diminishes in the general (news) domain,
highlighting that the utility of context depends
on both model capability and domain complexity.
Our work underscores the potential of document-
aware LLMs to improve translation quality in high-
impact settings, while also revealing the critical
need for domain-specific evaluation benchmarks
and context-aware translation strategies.

7 Limitations

Metrics Our findings rely exclusively on auto-
mated metrics (ChrF, MetricX, AutoMQM). While
these metrics give a useful signal when they all
agree, we have limited ability to resolve differences
when they arise. ChrF is a recognised standard for
low-resource MT but may not always correlate well
with human judgement (Wang et al., 2024); Met-
ricX and AutoMQM have not been evaluated on
low-resource languages, let alone in the health do-
main. Overall, more work is needed to determine
what is the right metric for low-resource health
MT, including a comprehensive human evaluation
to validate our findings and gain a more nuanced
understanding of translation quality.

Generalisability across other domains In our
experiments on context utilisation, we rely on two
specialised domains: health (OpenWHO) and lit-
erary fiction (WMT24++). While we find similar
trends, our findings may not generalise to other
specialised domains, such as legal, financial, or
technical texts. The specific characteristics of each
domain may influence the utility of document-level
context, and a broader, structured evaluation across
multiple domains would be needed to draw more
general conclusions.

Caveats of a direct comparison between LLMs
and NMT While document-level LLM transla-
tion beats sentence-level NMT translation for the
languages and specialised domains we evaluate on,
this comparison might be unfair to NMT models,
which could be adapted to benefit from document-
level context for a more equivalent comparison, and
have far fewer model parameters at equivalent per-
formance levels. In practice, LLM outputs could

be leveraged for knowledge distillation, creating
smaller, domain-specific models that retain much
of the performance advantage while being more
efficient (Gibert et al., 2025).

Dataset language imbalance Finally, the Open-
WHO dataset itself has limitations. Its language dis-
tribution is imbalanced, as not all source materials
were translated into every target language. This can
constrain its utility for direct cross-language com-
parisons.

8 Ethics Statement

Consent This work adheres to ethical guidelines
for data collection and research in natural language
processing. The OpenWHO corpus was compiled
from the WHO’s e-learning platform with explicit
authorization from the WHO for both data collec-
tion and public release. Our work aligns with the
WHO’s mission to disseminate health information
globally and respects their ownership of the con-
tent.

Dual use and societal impact We have carefully
considered the potential for dual use of the Open-
WHO dataset and our research findings. Our pri-
mary objective is to enhance access to health edu-
cation material by improving MT for low-resource
languages in the high-stakes health domain. The
dataset comprises expert-authored, professionally
translated public health materials, limiting risks
of misuse. The humanitarian and public health
benefits of facilitating information access in un-
derserved languages significantly outweigh dual-
use concerns.
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A Documents and sentences per language

Language Script Number of documents Number of sentences

Russian (rus) Cyrillic 315 2194
French (fra) Latin 301 2385
Arabic (ara) Arabic 293 2623
Macedonian (mkd) Cyrillic 254 3695
Ukrainian (ukr) Cyrillic 204 1632
Chinese (zho) Chinese 203 871
Spanish (spa) Latin 149 596
Georgian (kat) Georgian 131 2151
Armenian (hye) Armenian 125 1982
Kazakh (kaz) Cyrillic 103 936
Azerbaijani (aze) Latin 98 1677
Turkish (tur) Latin 81 1093
Indonesian (ind) Latin 80 329
Dutch (nld) Latin 77 1082
Albanian (sqi) Latin 74 1029
Tetun (tet) Latin 67 1086
Portuguese (por) Latin 62 279
Hindi (hin) Devanagari 28 35
Tamil (tam) Tamil 26 207
Sinhala (sin) Sinhala 25 214
Persian (fas) Perso-Arabic 25 56
Amharic (amh) Ethiopic 22 25
Marathi (mar) Devanagari 21 19
Somali (som) Latin 20 224
Italian (ita) Latin 20 60
Lao (lao) Lao 18 29
Yoruba (yor) Latin 17 14
Burmese (mya) Burmese 15 32
Swahili (swa) Latin 14 107
Vietnamese (vie) Latin 11 13
Catalan (cat) Latin 10 8
Pushto (pus) Perso-Arabic 8 22
Hausa (hau) Latin 8 28
Thai (tha) Thai 7 8
Shan (shn) Shan 7 3
S’gaw Karen (ksw) Karen 7 2
Japanese (jpn) Japanese 6 9
Bulgarian (bul) Cyrillic 6 9
Bengali (ben) Bengali 6 8
Urdu (urd) Perso-Arabic 4 10
Telugu (tel) Telugu 4 4
Greek (ell) Greek 4 4
Serbian (srp) Latin 3 4
Polish (pol) Latin 3 5
Panjabi (pan) Gurmukhi 3 4
Oriya (ori) Odia 3 4
Kurdish (kur) Latin/Arabic 3 3
Tajik (tgk) Cyrillic 2 1
Romanian (ron) Latin 2 6
Nigerian Pidgin (pcm) Latin 2 –
Lingala (lin) Latin 1 7

Table 5: Number of OpenWHO documents and sentences per language. Low-resource languages are in bold.
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B Sentence splitting performance

Method Tamil Armenian Azerbaijani Macedonian Kazakh Tetun Georgian Albanian

pysbd 86.8 87.8 90.9 89.6 82.0 94.0 92.1 91.3
nltk 80.7 35.6 85.6 82.9 82.0 85.5 91.8 88.0
stanza 80.3 83.4 88.9 84.0 89.1 94.6 93.2 76.1

Table 6: Sentence splitting performance (Accuracy %) per language. The best score for each language is highlighted
in bold.
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C OpenWHO performance per language

Model mkd kaz kat hye aze sqi tet som sin AVG

MADLAD-400 10B 58.37 /
3.25

47.29 /
4.59

15.81 /
14.09

37.27 /
5.25

40.54 /
6.24

54.97 /
3.87

44.29 /
7.35

48.13 /
6.44

39.48 /
6.04

42.73 /
6.22

NLLB-200 3.3B 50.39 /
3.18

42.94 /
3.64

38.27 /
4.22

39.19 /
4.20

45.23 /
4.32

57.50 /
3.09

– / – 47.05 /
4.40

39.69 /
3.40

45.03 /
3.81

NLLB-200 54B 56.17 /
2.94

56.55 /
3.15

43.90 /
4.21

42.91 /
3.62

48.78 /
3.92

59.01 /
2.84

– / – 48.23 /
4.50

48.64 /
3.04

50.52 /
3.53

Gemma-3 27B 58.52 /
2.95

48.90 /
3.99

43.76 /
4.66

43.37 /
4.09

46.09 /
4.36

58.12 /
3.11

36.85 /
8.82

46.01 /
5.62

39.32 /
5.11

48.01 /
4.24

DeepSeek-V3 671B 59.07 /
2.98

50.39 /
3.69

46.27 /
3.78

47.41 /
3.39

47.84 /
3.73

59.02 /
2.89

47.64 /
7.12

43.36 /
6.18

41.70 /
4.68

49.38 /
3.92

Gemini 2.5 Flash 62.83 /
2.65

57.41 /
3.17

50.28 /
3.00

49.40 /
3.00

52.62 /
3.51

60.33 /
2.72

51.86 /
6.22

55.09 /
4.15

54.58 /
2.58

55.32 /
3.10

Table 7: Overall performance (ChrF++ / MetricX) on the OpenWHO test set. LLM scores represent their optimal
strategy (max in Table 8). The best score in each column is in bold.

Model Strategy mkd kaz kat hye aze sqi tet som sin AVG ∆

Gemini 2.5 Flash

Sentence level 57.8 54.9 46.2 46.1 48.6 57.0 46.8 52.2 50.9 51.2 –
Sentence window 58.5 54.8 47.2 45.6 48.9 58.5 46.7 48.9 50.1 51.0 −0.2
Sentence + doc context 58.6 54.9 45.4 46.4 50.2 57.8 47.3 51.3 51.4 51.5 +0.3
Document level 62.5 57.4 49.0 49.1 51.6 60.0 51.5 55.0 54.6 54.5 +3.3
Doc-level + self-correct 62.8 56.3 50.3 49.4 52.6 60.3 51.9 55.1 54.5 54.8 +3.6

DeepSeek-V3

Sentence level 57.0 49.2 42.6 44.3 45.2 57.0 43.5 41.2 40.7 46.7 –
Sentence window 57.8 49.5 44.9 45.4 47.6 58.1 44.5 42.8 41.7 48.0 +1.3
Sentence + doc context 58.3 49.7 44.2 44.6 46.6 57.9 43.3 42.1 40.2 47.4 +0.7
Document level 59.1 50.4 46.3 45.0 47.8 59.0 47.6 42.9 40.7 48.7 +2.0
Doc-level + self-correct 55.7 46.3 43.3 47.4 47.4 57.1 45.7 43.4 41.3 47.5 +0.8

Gemma-3 27B

Sentence level 58.1 48.3 43.8 43.4 45.8 58.1 35.3 46.0 38.6 46.4 –
Sentence window 58.3 48.5 43.1 43.0 45.7 58.0 32.7 45.4 37.7 45.8 −0.6
Sentence + doc context 56.6 47.5 41.0 40.2 43.1 56.8 32.6 44.4 38.0 44.5 −1.9
Document level 58.5 48.9 40.9 42.5 46.1 57.5 36.5 45.2 39.3 46.2 −0.2
Doc-level + self-correct 57.4 46.2 42.6 41.5 46.0 57.3 36.9 45.4 38.3 45.7 −0.6

Table 8: Effect of different context strategies on LLM performance on the OpenWHO test set (ChrF++). The ‘∆‘
column shows the change relative to the ‘sentence level‘ baseline.
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D WMT24++ performance per language

Model tam zul bul srp swh AVG

NLLB-200 3.3B 43.85 / 3.52 63.35 / 3.17 58.39 / 3.09 51.59 / 3.16 52.17 / 4.62 53.87 / 3.51
NLLB-200 54B 45.52 / 3.38 58.39 / 3.23 59.80 / 2.78 53.18 / 2.8 51.02 / 5.07 53.58 / 3.45
MADLAD-400 10B 40.68 / 3.98 38.24 / 5.69 59.40 / 2.88 47.38 / 5.38 46.02 / 7.1 46.34 / 5.01

Gemma-3 27B 45.14 / 2.99 43.95 / 5.93 59.55 / 2.50 52.36 / 2.62 52.56 / 3.83 50.71 / 3.61
DeepSeek-V3 671B 43.95 / 3.50 49.41 / 4.55 58.27 / 2.66 52.53 / 2.60 52.84 / 3.72 51.40 / 3.42
Gemini 2.5 Flash 45.84 / 2.61 54.77 / 3.25 61.40 / 2.33 56.83 / 2.29 55.29 / 2.99 54.83 / 2.69

Table 9: Overall performance (ChrF++ / MetricX) on the WMT24++ news test set. LLM scores represent their
optimal context strategy (see Table 11).

Model tam zul bul srp swh AVG

NLLB-200 3.3B 30.74 / 7.85 46.51 / 4.99 47.29 / 4.80 42.17 / 5.44 45.16 / 6.29 42.37 / 5.87
NLLB-200 54B 30.91 / 7.99 46.55 / 4.92 48.63 / 4.57 44.27 / 4.93 44.64 / 6.74 43.00 / 5.83
MADLAD-400 10B 27.44 / 9.21 35.42 / 6.76 47.38 / 4.75 37.73 / 7.02 38.67 / 7.94 37.33 / 7.14

Gemma-3 27B 38.29 / 4.59 38.26 / 6.71 54.98 / 3.45 47.94 / 3.89 47.93 / 5.24 45.48 / 5.26
DeepSeek-V3 671B 38.10 / 4.99 44.33 / 5.64 53.70 / 3.55 49.58 / 3.61 48.69 / 5.08 46.88 / 4.57
Gemini 2.5 Flash 39.47 / 3.94 50.99 / 4.30 57.60 / 3.30 53.21 / 3.18 52.03 / 4.09 50.66 / 3.76

Table 10: Overall performance (ChrF++ / MetricX) on the WMT24++ literary test set. LLM scores represent their
optimal context strategy (see Table 11).

Model Strategy tam zul bul srp swh AVG

Gemini

News

Sent-level 45.92 / 2.65 53.07 / 3.33 59.93 / 2.47 53.09 / 2.39 55.90 / 3.03 53.58 / 2.77
Doc-level 45.84 / 2.61 54.77 / 3.25 61.40 / 2.33 56.83 / 2.29 55.29 / 2.99 54.83 / 2.69

Literary

Sent-level 34.41 / 5.71 44.34 / 5.12 49.80 / 4.41 44.91 / 4.66 48.00 / 4.82 44.29 / 4.94
Doc-level 39.47 / 3.94 50.99 / 4.30 57.60 / 3.30 53.21 / 3.18 52.03 / 4.09 50.66 / 3.76

DeepSeek-V3

News

Sent-level 43.95 / 3.50 49.41 / 4.60 58.27 / 2.80 52.53 / 2.73 52.84 / 3.98 51.40 / 3.52
Doc-level 43.40 / 3.55 48.16 / 4.55 56.96 / 2.66 52.23 / 2.60 52.14 / 3.72 50.58 / 3.42

Literary

Sent-level 33.36 / 6.37 41.75 / 5.84 49.53 / 4.40 46.08 / 4.75 46.97 / 5.44 43.54 / 5.36
Doc-level 38.10 / 4.99 44.33 / 5.64 53.70 / 3.55 49.58 / 3.61 48.69 / 5.08 46.88 / 4.57

Gemma-3 27B

News

Sent-level 45.14 / 2.99 43.95 / 5.93 59.55 / 2.62 52.36 / 2.69 52.56 / 3.83 50.71 / 3.61
Doc-level 45.01 / 3.17 42.90 / 6.47 60.28 / 2.50 52.43 / 2.62 52.24 / 3.94 50.57 / 3.74

Literary

Sent-level 34.53 / 5.84 38.26 / 6.71 50.29 / 4.27 42.66 / 4.84 46.21 / 5.33 42.39 / 5.40
Doc-level 38.29 / 4.59 33.11 / 9.11 54.98 / 3.45 47.94 / 3.89 47.93 / 5.24 44.45 / 5.26

Table 11: Comparison of sentence-level and document-level strategies on the WMT24++ test set (ChrF++ / MetricX).
The colored delta in the ‘AVG‘ column shows the change relative to the ‘sentence-level‘ baseline within each
domain.
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E AutoMQM results

Model mkd kaz kat hye aze sqi som sin AVG

AutoMQM score (lower is better)

NLLB-54B -4.72 -3.35 -5.44 -4.34 -4.27 -3.11 -6.08 -4.54 -4.48
Gemini 2.5 Flash -2.80 -3.15 -3.12 -2.55 -3.01 -2.59 -4.88 -2.40 -3.06

Difference in error counts (Gemini - NLLB)

Error category mkd kaz kat hye aze sqi som sin AVG

Accuracy
Mistranslation -4 -4 -33 -13 -5 -15 -25 -22 ↓ -15.1
Overtranslation -6 19 -7 13 -2 2 18 7 ↑ +5.5
Undertranslation 0 -4 -9 0 2 -3 -7 -5 ↓ -3.3
Addition 4 1 4 1 -5 -3 2 -4 → 0.0
Omission 5 13 1 3 1 4 -1 5 ↑ +3.9
Untranslated -10 0 -8 -1 -1 -4 -4 -5 ↓ -4.1

Total Accuracy -11 25 -52 3 -10 -19 -17 -24 ↓ -13.1

Fluency
Grammar -1 -4 -8 -7 -1 5 -14 -6 ↓ -4.5
Spelling -7 -2 0 -10 -2 4 4 -81 ↓ -11.8
Punctuation -1 -15 -1 -9 -1 3 0 -5 ↓ -3.6

Total Fluency -9 -21 -9 -26 -4 12 -10 -92 ↓ -19.9

Style
Awkward 3 12 -11 -2 -7 11 10 0 ↑ +2.0
Register 0 2 -2 -1 -1 -5 3 -2 ↓ -0.8

Total Style 3 14 -13 -3 -8 6 13 -2 ↑ +1.3

Terminology
Inconsistent -5 1 0 1 3 -1 0 4 ↑ +0.4
Wrong -8 1 -10 -7 -7 0 6 -12 ↓ -4.6

Total Terminology -13 2 -10 -6 -4 -1 6 -8 ↓ -4.3

Non-translation -4 0 -10 -3 0 -1 -4 -1 ↓ -2.9

Table 12: AutoMQM analysis comparing NLLB-54B and Gemini 2.5 Flash (sentence-level) on the OpenWHO test
set. Top: Overall MQM scores (higher is better). Gemini consistently outperforms NLLB. Bottom: Difference in
error counts (Gemini errors minus NLLB errors) per category. Negative values indicate Gemini made fewer errors
for that category. Gemini outputs less major errors like mistranslations and incorrect terminology, at the cost of a
slight increase in over-translation and omissions.
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F Prompts

System: Translate from English to [target lang name]. Give only the translation, and no extra
commentary, or chattiness. Wrap the translated sentence in <result></result> tags.

User: <text to translate>She lives in Boston.</text to translate>

Assistant: <result>[Google Translate of “She lives in Boston.” into target lang]</result>

User: <text to translate>[sentence to translate]</text to translate>

Prompt used for Sentence level translation. We ask the model to wrap the translation in <re-
sult> tags to avoid model commentary interfering with translation accuracy measurement.

System: Using the provided context, translate the “Sentence to translate” from English to [target
lang name]. Give only the sentence translation, and no extra commentary, or chattiness. Wrap the
translated sentence in <result></result> tags.

User: <context>
Her name is Mary. She lives in Boston. She is a doctor.
</context>
Sentence to translate:
She lives in Boston.

Assistant: <result>[Google Translate of “She lives in Boston.” into target lang]</result>

User: <context>
[preceding sentence][sentence to translate][next sentence]
</context>
Sentence to translate:
[sentence to translate]

Prompt used for Sentence window translation.

System: Using the provided context, translate the “Sentence to translate” from English to [lang
name]. Give only the sentence translation, and no extra commentary, or chattiness.

User: <context>
Her name is Mary. She lives in Boston. She is a doctor.
</context>
Sentence to translate:
She lives in Boston.

Assistant: <result>[Google Translate of “She lives in Boston.” into target lang]</result>

User: <context>
[whole document for the sentence]
</context>
Sentence to translate:
[sentence to translate]

Prompt used for Sentence + doc context translation.
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System: Translate from English to [lang name]. Give only the translation, and no extra commentary,
or chattiness. Use the same formatting as the source text to translate, with one sentence per line.
Enclose your translation in <result></result> tags.

User: <text to translate>
Her name is Mary.
She lives in Boston.
She is a doctor.
</text to translate>

Assistant: <result>
[Google Translate of “Her name is Mary.” into target lang]
[Google Translate of “She lives in Boston.” into target lang]
[Google Translate of “She is a doctor.” into target lang]
</result>

User: <text to translate>
[document sentence 1]
[document sentence 2]
...
</text to translate>

Prompt used for Document level translation.

System: Translate from English to [lang name]. Give only the translation, and no extra commentary,
or chattiness. Use the same formatting as the source text to translate, with one sentence per line.
Enclose your translation in <result></result> tags.

User: <text to translate>
Her name is Mary.
She lives in Boston.
She is a doctor.
</text to translate>

Assistant: <result>
[Google Translate of “Her name is Mary.” into target lang]
[Google Translate of “She lives in Boston.” into target lang]
[Google Translate of “She is a doctor.” into target lang]
</result>

User: <text to translate>
[document sentence 1]
[document sentence 2]
...
</text to translate>
Assistant: [assistant response from above]
User: Please translate again for a better version. Be particularly mindful of using the right script
and tone, of adapting to context, and of translating each sentence faithfully.
<text to translate>[same as above]</text to translate>]

Prompt used for Doc-level + self-correct translation.
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