
A Appendix A. On explainability

evaluation.

Quantitatively validating latent attention as ex-

planation: As previously noted, evaluating lan-
guage model explanations is not yet standardized.
Despite the effort to make human evaluation fair
and reliable, such qualitative measurements are still
prone to bias and subjectivity. To validate that la-
tent attention can be used as an explanation, we
conduct a stand-alone experiment on the BeerAd-
vocate dataset used by McAuley et al. (2012) and
adapted by Lei et al. (2016). This is a dataset that
has ground-truth annotations of sentences relevant
to prediction results. Although the dataset is not
crafted for the purpose of rationale evaluation, we
use it as a proxy to examine the quality of our at-
tention scores.
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Figure 5: Test case example of BeerAdvocate dataset.

The full BeerAdvocate dataset contains 1.5 mil-
lion beer reviews describing four aspects (i.e., ap-
pearance, smell, palate, and taste), each corre-
sponding to a rating on a scale of 0 to 5. Lei et al.
(2016) published a subset of 90k reviews selected
to minimize correlation between appearance and
other aspects. In our experiment, we use these 90k
reviews for training, and 994 annotated reviews
for testing. The training set only has rating la-
bels, whereas the testing set has both rating labels
and human annotations of sentence-level relevancy.
Since all aspects have the exact same setups, it suf-
fices to use the appearance rating prediction as a
proof-of-concept.

We build a model with only two components,
described in Section 3.1, namely BERT (pretrained
base-case model) and latent attention. We feed
static token embeddings from BERT to a latent
attention layer, which output sequence represen-
tations to be used for regression through a linear
layer with a sigmoid activation. We train the model
for 20 epochs and select the best performing one
for testing.

In contrast to our clinical model, this model
only attends to individual tokens and only gener-
ates word-level explanations. For words separated

by the WordPiece tokenizer, we merge the tokens
and average the attention weights. For each sen-
tence, we sort the words based on their attention
weights and take the top n words as the prediction
rationale, where n equals the total length of the
human-annotated sentences. We only use attention
mechanisms without additional constraints, such
as selection continuity, which makes the testing
task even more challenging, as the annotations are
ranges of words.

The model is evaluated according to mean
squared error (MSE) and rationale precision
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where N is the number of test cases, y is the ground
truth rating of appearance, ŷ is the predicted rating,
Ai is the set of word indices in the annotated cov-
ers, S is the set of word indices selected as model
explanations, and |S| = |A|.

Our model reaches a rationale precision of
76.39%, which indicates that our most attended
words are mostly consistent with the annotations.
Figure 5 shows an example of appearance test re-
sults. The experiment demonstrates the usability of
latent attention as an explanation mechanism.

Definition of explanation utility in the rating

task: For mortality, each sentence is evaluated
individually based on how the described situation
would contribute to a patient’s survival rate. Sen-
tences describing highly life-threatening compli-
cations (such as multiple organ failures) support
a positive prediction, whereas sentences indicat-
ing improving conditions (such as stable lab mea-
surements) support a negative prediction. In both
cases, these sentences are considered helpful. Sen-
tences that are irrelevant (i.e., that support neither
a positive nor negative prediction) are considered
unhelpful in both populations.

Many of the conditions that present themselves
with sepsis onset (such as hypotension) can have
numerous etiologies. Diagnostic criteria specify
that bacteremia (i.e., bacteria in the bloodstream)
must be present in order to predict the development
of sepsis. Yet the administration of antibiotics is
also not considered as a direct indication of bac-
teremia without other indications of potential sep-
sis. Therefore, sentences describing sepsis-related
symptoms are not rated as helpful in understanding
a positive sepsis prediction until the indication of
infection (for example, compromised skin integrity)



Figure 6: Example explanations. Highlighted sentences are rationales picked by our model. Elaboration on the
meanings of sentences is written in footnotes. These examples have been edited for increased privacy.

also appears, and vice versa. For negative cases,
sentences that are either irrelevant to sepsis or ex-
plain other origins of sepsis-related symptoms are
rated as helpful. Given this definition, the existence
of any helpful sentences means the explanation is
valid for a positive case. Similarly, the existence
of any unhelpful sentences invalidates a negative
case.

Examples of sepsis and mortality explanations
are shown in Figure 6. We truncate and edit these
texts to avoid data disclosure.


