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We show attention heatmaps for an example document in the DocRED development set, one for the BERT\textsubscript{BASE} and one for our \textit{E2GRE} model, as a case study to see how our model is working.

We show that the attention values for the BERT\textsubscript{BASE} model are highly concentrated on the single token “Link”, and that all other tokens in the document share very low attention values. The differences in attention between evidence and non-evidence sentences are very small. These attention values are much smaller in scale that the attention values of our \textit{E2GRE} model.

On the heatmap for our \textit{E2GRE} model, we notice that the attention values of our pretrained language model is more focused on the correct evidence sentences. On average, the tokens within evidence sentences are higher than the tokens outside of the evidence sentences.