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Hallucinations still persist, even after the model has 
undergone delicate instruction tuning …



Reinforcement learning becomes a clear choice when hallucinations still persist, even 
after the model has undergone delicate instruction tuning.

In RAG-HAT, We conduct Direct Performance Alignment on the selected LLM. It’s a widely used technology 
that can do preference alignment without explicitly training a reward model.

Our choice is based on the following pain points we identified during our investigations:

1. First, organizing hallucination mitigation tasks into a preference dataset for reward modeling is 
challenging, as annotators often struggle with determining which type of hallucination is more severe. 
In our previous work on RAGTruth, our annotators spent a lot of time struggling to achieve 
consensus.

2. Second, treating "not hallucinating" as a simple preference is problematic because it essentially 
requires LLMs to be “always correct,” which is an overly rigid expectation. To address this pain point, 
we will introduce some adjustments later to make the alignment process more natural.
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Defensive Advice Overly Cautious Penalization

Teaching yourself can be done by learning 
something new with each task you complete, as 
mentioned in passage 1. However, taking notes is 
not always necessary. To learn a language 
quickly, studying or working abroad can be 
helpful, as mentioned in passage 2. Wikipedia ...
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