


01 Motivation

• Almost all existing MoE architectures consist of 
experts with identical structures and sizes. This 
homogeneous architecture becomes a significant 
bottleneck when generating tokens with varying 
difficulty; some tokens are easier to predict, while 
others are more challenging. 

• To deal with the varied difficulty, we propose the 
Diverse Size Experts structure for each FFN layer, 
where each expert has a different parameter size to 
handle generating tasks of varying difficulty.
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