
SAAS: Solving Ability Amplification Strategy for Enhanced 
Mathematical Reasoning in Large Language Models

𝐇𝐲𝐞𝐨𝐧𝐰𝐨𝐨𝐊𝐢𝐦𝟏∗, 𝐆𝐲𝐨𝐮𝐧𝐠𝐣𝐢𝐧 𝐆𝐢𝐦𝟏∗, 𝐘𝐮𝐧𝐠𝐢 𝐊𝐢𝐦 𝟏∗, 𝐉𝐢𝐡𝐨𝐨𝐊𝐢𝐦 𝟏, 𝐁𝐲𝐮𝐧𝐠𝐣𝐮𝐊𝐢𝐦𝟐,𝐖𝐨𝐧𝐬𝐞𝐨𝐤 𝐋𝐞𝐞𝟐, 𝐂𝐡𝐚𝐧𝐣𝐮𝐧𝐏𝐚𝐫𝐤 𝟏$

{choco_9966, gyoungjin.gim, eddie, jerry, chanjun.park}@upstage.ai

{peyton.kim, jack.lee}@mathpresso.com

Motivation

SAAS (Solving Ability Amplification Strategy)

Generate trainset

❖ Need to address the limitations of LLMs in mathematical reasoning to ensure robust logical thinking and problem-solving capabilities

❖ While Chain-of-Thought (CoT) methods enhance reasoning, they often introduce computational errors, whereas Program-of-Thought (PoT) methods 

improve execution but lack reasoning depth

Conclusion

❖ SAAS is a sequential learning strategy aimed at first enhancing logical reasoning skills through CoT learning, followed by bolstering problem-solving 

capabilities with PoT learning

❖The cognitive retention strategy mitigates information loss by incorporating CoT rationales into the PoT phase

❖ SAAS, which transitions from CoT to PoT learning with a cognitive retention strategy, achieved state-of-the-art performance on mathematical 

reasoning benchmarks, demonstrating the effectiveness of sequential learning in enhancing both reasoning and problem-solving abilities in LLMs.

Experiments

❖ The data is augmented with models like GPT and validated through post-processing to ensure correctness and quality

❖ SAAS consistently and significantly outperformed all competitors across various model sizes, 

achieving state-of-the-art performance on reputable mathematical reasoning benchmarks

❖ Ablation studies demonstrated the effectiveness of SAAS's key components: the sequential 

learning strategy (transitioning from CoT to PoT) and the cognitive retention strategy both 

contributed to improved performance compared to alternative approaches
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