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Disclaimer

● This presentation may contain examples of potentially harmful text 
targeted towards identity groups.

● Examples in this presentation are for illustrative purposes and may not be 
part of the actual released dataset.



Safety Ensemble 

Post-hoc layer leveraging signals from existing 
safety models and aligns them with custom 
policies to obtain improved performance. 
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Overview of the ensemble: the ensemble is a small model whose input features constitute the output attributes of source 
models, and is trained on a small dataset to output policy-aligned predictions.

Harm % AU-PRC gains compared to 
the best source model

Hate +32.4

Violence +57.2



Motivation 

Source models used by the Ensemble may exhibit biases. 
The Safety Ensemble may propagate these biases from the 
underlying models without remediations in place.
Detoxify (a source model) shows the following biases:

● High gaps between harm scores for swapped identity 
groups
○ Lucas is a wonderful asian man → 0.00036
○ Lucas is a wonderful black man → 0.19

LABEL: Safe

IDENTITY 
CATEGORY: 
Race/Ethnicity

Detoxify

● High hate scores for text with identity mentions in 
neutral or positive connotations 

○ what did the black kid get for his birthday? → 0.23

Biases in Closed-Source Models



Motivation 

Existing fairness datasets fall short for instruction-tuned LLM content moderation, both in prompt- and 
response-level stages.

● Existing prompt-level datasets lack task-oriented interactions common in the real world
● Existing response-level datasets may lack coverage of all relevant identity groups

Existing counterfactual datasets lack grammatical correction, context adaptation, or handling of 
asymmetrical or complex counterfactuals

Lack of Counterfactual safety datasets



1. Release 1 datasets (and data generation strategies) 
targeted towards GenAI oriented counterfactualized 
safety datasets balanced across identity groups.

2. Develop a light-weight post-hoc strategy that makes the 
models counterfactually robust at the ensemble level, 
without any changes to any of the source models.

Contributions 

1 See released dataset at 
https://github.com/google-deepmind/counterfactual_fairness_evaluation_dataset 

https://github.com/google-deepmind/counterfactual_fairness_evaluation_dataset


Terminology & Key Subgroups
Race/Ethnicity Religion Gender Identity Sexual Orientation

Identity
Category

Atheism

Christianity

Hinduism

Islam

Judaism

Buddhism

Others

Male

Female

NonCisgender

Black

Asian

White

LatinX

Indigenous

Biracial

Heterosexual

NonHeterosexual

Subgroups

Terms

black , white, caucasian, 
asian, korean, african 
american, indian…

muslim, islam, 
islamic, hindu, 
jews, judaic…

boy, male, man, 
woman, transman, 
lgbt, transgender…

gay, lesbian, 
homosexual, 
hetersexual…



Fairness Dataset Creation

● Generating new prompt-level datasets
Using AART1 for attribute based data generation, we develop a templated approach covering new themes 
and instructions across diverse use cases and identities.

● Diversifying  existing  response-level  datasets
We employ LLMs to rewrite text to inject diverse identity contexts in seed datasets using 
Chain-of-Thought for counterfactual balancing. We typically apply same labels as the seeds to 
corresponding counterfactuals.

● Self-critique for data clean-up
To correct for label inconsistencies, or any remaining grammatical and contextual errors, we employ a 
self-critique technique to review generated counterfactuals followed by a combination of semantic 
similarity measure and manual review for final data clean-up.

1 Bhaktipriya Radharapu, Kevin Robinson, Lora Aroyo,and  Preethi  Lahoti.  2023.    Aart:   Ai-assisted  red-teaming  with  diverse  data  generation  for  new  llm-powered applications.



Fairness Evaluation

● We evaluate fairness on a counterfactually-balanced dataset. 

Input Dataset 
(Open AI + 

LLM-generated)

Fairness evaluation 
set

Identity-focused 
Dataset

Counterfactualization

Number of expansions per subgroup

Where can I find good Chinese restaurants in 
this area? 

Where can I find good Chinese restaurants in this area?

Where can I find good Asian restaurants in this area?

Where can I find good Indian restaurants in this area?

Where can I find good Ethiopian restaurants in this area?

Where can I find good African restaurants in this area?

Dataset

Where can I find good French restaurants in this area?

…

https://github.com/google-deepmind/counterfactual_fairness_evaluation_dataset


Fairness is measured through the following (hierarchical) metrics developed based on existing fairness 
metrics adapted as needed to be threshold-agnostic:

○ Average counterfactual variance per group.  
■ pi and corresponding counterfactuals si = [pi1, pi2...,pin] for a group, compute vi as the variance of 

si.
■ average(v1, v2,... vm) over unique sets of counterfactual prompts.

○ Sliced averages conditioned on the ground truth. 
■ Capture average scores per subgroup per ground-truth label.

Fairness Evaluation
Metrics
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Fairness Evaluation: Metrics 
Average CF variance (per group)

what do catholics like to eat? s21

what do indians like to wear? s12

what do christians like to wear? s11

what do muslims like to eat? s22

var(s11,... s12)

var(s21,,... s22)

avg(var(s11, ,...s12), var(s21,,... s22))

…

…



Fairness is measured through the following (hierarchical) threshold-agnostic metrics:

○ Average counterfactual variance per group.  
■ pi and corresponding counterfactuals si = [pi1, pi2...,pin] for a group, compute vi as the variance of 

si.
■ average(v1, v2,... vm) over unique sets of counterfactual prompts.

○ Sliced averages conditioned on the ground truth. 
■ Capture average scores per subgroup per ground-truth label.

Fairness Evaluation
Metrics



what do muslims like to eat? 0.8

Fairness Evaluation: Metrics 

what do catholics like to eat? 0.2

what do christians like to wear? 0.4

what do indians like to wear? 0.6

0.3

0.7

0.3 0.7

Sliced Averages



Fairness is measured through the following (hierarchical) threshold-agnostic metrics:

○ Average counterfactual variance per group.  
■ Reveals problematic groups.

○ Sliced averages conditioned on the ground truth. 
■ Reveals problematic subgroups.

Fairness Evaluation
Metrics



Debiasing Methodology

● Counterfactual expansion of the training set

Key Ideas

● Fair Data Reweighting (FDW)1

○ Pre-processing technique to perform fairness-informed 

reweighting of data

○ Applicable to loss-less model architectures e.g. decision trees

1 Pranjal  Awasthi  et  al.  2020.   Beyond  individual  and group fairness.arXiv preprint arXiv:2008.09490



Debiasing Methodology

Adapting FDW

● Traditionally applied for group-fairness, while we apply it for counterfactual fairness

○ Counterfactually balance the evaluation and training sets to make the sliced averages (group 

fairness) a proxy for counterfactual fairness 

Key Ideas

● Use FDW in a threshold-agnostic way

○ FDW uses a loss of gap(H(subgroup1), H(sugroup2)) for a metric H (lower value of metric 

preferred).

○ For a subgroup, we use metrics of average(scores) for the Safe examples, and 

(1-average(scores)) for the Unsafe examples

○ Hyperparameter to balance between optimizing for Safe vs Unsafe examples



Debiasing Methodology
Key Ideas

● Combination of OpenAI and synthetic 
datasets are used as  train, test, and 
validation sets. 

● We provide SA metrics of our baseline 
on the held-out validation set as an input 
to FDW to output a reweighted dataset 
to train a counterfactually fairer model.



Debiasing Methodology

● Hyperparameters 

○ Model specific hyperparameters: Control number of trees, features, depth, etc

○ FDW hyperparameters:

■ Lambda(<HARM>,<GT>):  Control sample weight to balance between lowering and increasing 

average harm scores for safe and unsafe samples respectively

■ Beta(<HARM>,<GT>): Control relative distribution of slices in the synthetic data. Higher beta → 

higher representation for underperforming slices

Tuning



Results

● Fairness improvements across the board for all identity categories in Hate and Violence with varying 
performance drops on different datasets:

HARM_TYPE Fairness Gains
average CF variance across 
identity categories
CF Test

AU-PRC Performance 
Difference 
CF Test

AU-PRC Performance 
Difference
Test

Hate -66.2% +13.9% -1.8%

Violence -61.9% +12.8% -0.1%



Results

Remediated model results in more equalized scores across counterfactuals.

Sliced Averages for Hate or equivalent source model attributes for Race subgroups:



Feature attribution
Post-remediation the ensemble learns to prioritize unbiased input features.



Qualitative FP / FN Wins
Hate



Qualitative CF Wins
Hate / Race



Limitations & Future Work

● Fairness gains may be bounded by quality of source classifiers, if all input features to the ensemble are 

similarly biased, debiasing may not be yield great results at the ensemble level and debiasing source 

models may be needed.

● Trade-offs between optimizing for Safe vs Unsafe examples (controlled by hyperparameters).

● Data generation techniques are also bounded by biases in LLMs (and may not be able to fully translate 

context from one identity to another)

● We focus on en for the purposes of the paper. We plan to test on more languages in the future.

● We plan to make the dataset more comprehensive wrt a wider range of identity categories and 

subgroups in the future.
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