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Solution
Fusion-Eval is  an innovative evaluation 
framework that integrates a variety of 
existing evaluators—termed assistant 
evaluators—to enhance correlation 
with human judgment. Fusion-Eval 
prompts an LLM with an example to 
evaluate and scores given by assistant 
evaluators. In our work, we consider 
reference free evaluation. Fusion-Eval 
can evaluate any natural language task 
where assistant evaluators are 
available.

Research Problem
“Can Large Language Models (LLMs) integrate existing evaluators to achieve higher 

correlation with human judgments?”

Yes, Fusion-Eval!

Experiment Conclusion
Fusion-Eval is an 
innovative aggregator 
using Large Language 
Models (LLMs) for diverse 
evaluation tasks. It 
effectively integrates 
assistant evaluators 
according to specific 
criteria. Empirical results 
show Fusion-Eval 
achieves higher 
correlations with human 
judgments than baselines. 
LLMs are very powerful, 
so it's interesting that 
augmenting LLMs with 
scores from simpler 
methods can improve 
performance in this case.


