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• String-based descriptors such as SMILES capture molecular 

structures implicitly, limiting their utility for molecular 

property prediction where explicit structural information is 

essential. 

• Current pre-training methods for chemical language models 

(CLMs) lack sufficient structural guidance, reducing their 

accuracy in associating structure with properties

• Moleco framework, based on fingerprint-derived structural 

similarities, enhances CLMs’ ability to leverage structural 

details for better property prediction.
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• Impact of Moleco Framework: Moleco enhances CLMs’ understanding of molecular structures by employing contrastive 

learning, leading to improved molecular property prediction.

• Effectiveness of Fingerprint-Based Similarity: Moleco leverages fingerprint-based molecular similarities to identify relevant 

molecular pairs, showing significant improvements over state-of-the-art methods.

• Performance Gains in Property Prediction: Moleco achieves consistent performance gains across diverse molecular property 

prediction tasks, underscoring the importance of explicitly incorporating molecular structural information.

• Takeaway (Importance of Molecular Structural Similarity): Incorporating molecular structural similarity through contrastive 

learning is crucial for enhancing CLMs’ accuracy in molecular property prediction.
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